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#### Abstract

Szegó polynomials with respect to the weight function $\omega(\theta)=$ $e^{\eta \theta}[\sin (\theta / 2)]^{2 \lambda}$, where $\eta, \lambda \in \mathbb{R}$ and $\lambda>-1 / 2$ are considered. Many of the basic relations associated with these polynomials are given explicitly. Two sequences of para-orthogonal polynomials with explicit relations are also given.


## 1. Introduction

With the publications of [20] and [21] in the early 20th century, Szegő introduced the orthogonal polynomials on the unit circle. For many interesting results on these polynomials we refer to the classical book [22] of Szegő, the first edition of which was published in 1939. Since then, these polynomials which bear the name of Szegő have been extensively studied by many. We cite, for example, 3, [4] [5, [8], [14, [15], [16] and [19] as some of the very recent contributions. The recent publications of the two excellent volumes [17] and [18] by Simon have given, apart from a thorough perspective of the subject, a new boost to the interest in these polynomials.

Given a positive measure $\mu(z)=\mu\left(e^{i \theta}\right)$ on the unit circle $\mathcal{C}=\left\{z=e^{i \theta}: 0 \leq \theta \leq\right.$ $2 \pi\}$, the associated sequence of "monic" Szegő polynomials $\left\{\Phi_{n}\right\}$ can be defined by

$$
\int_{\mathcal{C}} \bar{z}^{j} \Phi_{n}(z) d \mu(z)=\int_{0}^{2 \pi} e^{-i j \theta} \Phi_{n}\left(e^{i \theta}\right) d \mu\left(e^{i \theta}\right)=\kappa_{n}^{-2} \delta_{n j}, \quad 0 \leq j \leq n-1,
$$

where $\kappa_{n}^{-2}=\left\|\Phi_{n}\right\|^{2}=\int_{\mathcal{C}}\left|\Phi_{n}(z)\right|^{2} d \mu(z)$. Since the integration is along the unit circle, there holds $\int_{\mathcal{C}} \bar{z}^{j} \Phi_{n}(z) d \mu(z)=\int_{\mathcal{C}} z^{-j} \Phi_{n}(z) d \mu(z)$. The orthonormal Szegő polynomials are $\varphi_{n}(z)=\kappa_{n} \phi_{n}(z), n \geq 0$. Results up to (1.2) given below are some of the well known results on Szegő polynomials.

$$
\begin{array}{ll}
\Phi_{n}^{*}(z)=\bar{a}_{n} z \Phi_{n-1}(z)+\Phi_{n-1}^{*}(z), \\
\Phi_{n}(z)=a_{n} \Phi_{n}^{*}(z)+\left(1-\left|a_{n}\right|^{2}\right) z \Phi_{n-1}(z), & n \geq 1, \tag{1.1}
\end{array}
$$

where $a_{n}=\Phi_{n}(0)$ and $\Phi_{n}^{*}(z)=z^{n} \overline{\Phi_{n}(1 / \bar{z})}$. The numbers $a_{n}, n \geq 1$, were traditionally known to mathematicians working in this area as the Szegő or reflection

Received by the editors May 14, 2009 and, in revised form, November 3, 2009.
2010 Mathematics Subject Classification. Primary 33C05, 42C05; Secondary 33C45.
Key words and phrases. Hypergeometric function, continued fractions, Szegő polynomials.
coefficients. However, in Simon [17] they have been referred to as the Verblunsky coefficients (in the form of $\alpha_{n}=-\bar{a}_{n+1}$ ). The coefficients $a_{n}$ satisfy

$$
\left|a_{n}\right|<1 \quad \text { and } \quad \prod_{m=1}^{n}\left(1-\left|a_{m}\right|^{2}\right)=\kappa_{n}^{-2}=\frac{D_{n}}{D_{n-1}} \quad \text { for } \quad n \geq 1
$$

where the Toeplitz determinants $D_{n}$ are such that

$$
D_{0}=\mu_{0} \quad \text { and } \quad D_{n}=\left|\begin{array}{llll}
\mu_{0} & \mu_{-1} & \cdots & \mu_{-n} \\
\mu_{1} & \mu_{0} & \cdots & \mu_{-n+1} \\
\vdots & \vdots & & \vdots \\
\mu_{n} & \mu_{n-1} & \cdots & \mu_{0}
\end{array}\right|, \quad n \geq 1
$$

Here, the so-called moments $\mu_{n}$ have been defined by $\mu_{n}=\int_{0}^{2 \pi} e^{-i n \theta} d \mu\left(e^{i \theta}\right)$ and satisfy $\mu_{-n}=\bar{\mu}_{n}, n \geq 1$.

It is also well known that the Szegő polynomials are completely characterized by the coefficients $\left\{a_{n}\right\}$, as given by the following theorem.
Theorem 1.1. Given an arbitrary sequence of complex numbers $\left\{a_{n}\right\}_{n=1}^{\infty}$, with $\left|a_{n}\right|<1, n \geq 1$, associated with this sequence there exists a unique measure $\mu$ on the unit circle such that the polynomials $\left\{\Phi_{n}\right\}$ generated by (1.1) are the respective Szegő polynomials.

This theorem, previously known as Favard's theorem for the circle, is referred to as Verblunsky's theorem in Simon [17, where many proofs of this theorem can also be found.

Moreover, the zeros of $\Phi_{n}(z)$ are in $\mathbb{D}=\{z:|z|<1\}$ and if

$$
\Psi_{n}(z)=\int_{\mathcal{C}} \frac{z+w}{z-w}\left[\Phi_{n}(z)-\Phi_{n}(w)\right] d \mu(w), \quad n \geq 1
$$

then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\Psi_{n}^{*}(z)}{\Phi_{n}^{*}(z)}=F(z)=\int_{\mathcal{C}} \frac{w+z}{w-z} d \mu(w) \tag{1.2}
\end{equation*}
$$

uniformly on compact subsets of $\mathbb{D}$ (see Geronimus [7]). The function $F(z)$ is called the Carathéodory function of the measure $\mu$.

There are very few examples of measures where the associated Szegő polynomials or their basic relations have explicit formulas. Most of the known examples with such desired property come from examples of real orthogonal polynomials on $[-1,1]$ through the Szegő (or Joukowski) transformation $x=z+z^{-1}$.

The current paper deals with the Szegő polynomials with respect to the measure $d \mu\left(e^{i \theta}\right)=\omega(\theta) d \theta$, where $\omega(\theta)=e^{\eta \theta}[\sin (\theta / 2)]^{2 \lambda}$, defined for $\eta, \lambda \in \mathbb{R}$ and $\lambda>$ $-1 / 2$. We give these Szegő polynomials and many of their basic relations explicitly. However, polynomials that correspond to the case $\eta=0$ are well known, as they come from the Gegenbauer or Ultraspherical polynomials.

## 2. Three term recurrence relations for Szegő polynomials

As already given in [7] p. 91], if $a_{n} \neq 0$, then the Szegő polynomials satisfy a three term recurrence relation. Results in this section provide some information on Szegő polynomials given by such a three term recurrence relation. These results permit us to derive easily the remaining results in the paper.

Theorem 2.1. Let $\left\{\Phi_{n}\right\}$ be a sequence of polynomials given by the three term recurrence relation

$$
\Phi_{n+1}(z)=\left(z+\beta_{n+1}\right) \Phi_{n}(z)-\alpha_{n+1} z \Phi_{n-1}(z), \quad n \geq 1
$$

with $\Phi_{0}=1$ and $\Phi_{1}(z)=z+\beta_{1}$. If

$$
\begin{equation*}
\beta_{n+1} \neq 0, \quad \alpha_{n+1} \neq 0 \quad \text { and } \quad 0<\frac{\alpha_{n+1}}{\beta_{n+1}}=1-\left|\Phi_{n}(0)\right|^{2}, \quad \text { for } \quad n \geq 1 \tag{2.1}
\end{equation*}
$$

then there exists a positive measure $\mu$ on the unit circle such that $\left\{\Phi_{n}\right\}$ are the associated Szegő polynomials.

Proof. Let $a_{n}=\Phi_{n}(0), n \geq 1$. From $\Phi_{n+1}(0)=\beta_{n+1} \Phi_{n}(0), n \geq 0$, and (2.1) we have

$$
\begin{equation*}
\beta_{1} \beta_{2} \cdots \beta_{n}=a_{n}, \quad \alpha_{n+1}=\beta_{n+1}\left(1-\left|a_{n}\right|^{2}\right), \quad n \geq 1 \tag{2.2}
\end{equation*}
$$

and $\left|a_{n}\right|<1, n \geq 1$. Hence, by Theorem 1.1 there exists a unique measure $\mu$ associated with the sequence $\left\{a_{n}\right\}$ and that the polynomials generated by the corresponding recurrence system (1.1) are the Szegő polynomials with respect to this measure.

If $\beta_{1} \neq 0$, observing that $a_{n} \neq 0$, from (1.1) we can identify these Szegő polynomials as the polynomials given by the three term recurrence relation (2.1) with coefficients satisfying (2.2).

On the other hand, if $\beta_{1}=0$, then $a_{n}=0$ and $\alpha_{n+1}=\beta_{n+1}, n \geq 1$, thus giving the sequence of Chebyshev-Szegő polynomials. This sequence of polynomials is treated as the example "free case" in [17]. This completes the proof of the theorem.

Having established the existence of the measure $\mu$ and the orthogonality of the polynomials $\left\{\Phi_{n}\right\}$, the following results in this section can be easily derived from known results in the literature.

The coefficients of the three term recurrence relations satisfy $\beta_{1}=-\mu_{-1} / \mu_{0}$,

$$
\alpha_{n+1}=\frac{\int_{\mathcal{C}} z \Phi_{n}(z) d \mu(z)}{\int_{\mathcal{C}} z \Phi_{n-1}(z) d \mu(z)} \quad \text { and } \quad \frac{\alpha_{n+1}}{\beta_{n+1}}=\frac{\int_{\mathcal{C}} z^{-n} \Phi_{n}(z) d \mu(z)}{\int_{\mathcal{C}} z^{-(n-1)} \Phi_{n-1}(z) d \mu(z)}, \quad n \geq 1
$$

Hence, $\kappa_{0}^{-2}=\int_{\mathcal{C}}\left|\Phi_{0}(z)\right|^{2} d \mu(z)=\mu_{0}$,

$$
\kappa_{n}^{-2}=\int_{\mathcal{C}}\left|\Phi_{n}(z)\right|^{2} d \mu(z)=\int_{\mathcal{C}} z^{-n} \Phi_{n}(z) d \mu(z)=\mu_{0} \frac{\alpha_{2} \alpha_{3} \cdots \alpha_{n+1}}{\beta_{2} \beta_{3} \cdots \beta_{n+1}}, \quad n \geq 1
$$

and $\int_{\mathcal{C}} z \Phi_{n}(z) d \mu(z)=\mu_{0} \beta_{1} \alpha_{2} \alpha_{3} \cdots \alpha_{n+1}, \quad n \geq 1$.
If one considers the sequence of polynomials $\left\{Q_{n}\right\}$ given by

$$
\begin{equation*}
Q_{n}(z)=-\int_{\mathcal{C}} \frac{\Phi_{n}(z)-\Phi_{n}(w)}{z-w} w d \mu(w), \quad n \geq 0 \tag{2.3}
\end{equation*}
$$

then

$$
Q_{n+1}(z)=\left(z+\beta_{n+1}\right) Q_{n}(z)-\alpha_{n+1} z Q_{n-1}(z), \quad n \geq 1
$$

with $Q_{0}=0, Q_{1}(z)=\mu_{0} \beta_{1}$ and $\mu_{0}=\int_{\mathcal{C}} d \mu(z)$. Note that $Q_{n}$ is a polynomial of degree $n-1$ with leading coefficient $\mu_{0} \beta_{1}$.

From (2.3) and the theory of continued fractions (see [12, 13]),

$$
\begin{align*}
\Phi_{n}(z) L_{0}(z)-Q_{n}(z) & =\mu_{0} \frac{\alpha_{2} \cdots \alpha_{n+1}}{\beta_{2} \cdots \beta_{n+1}} z^{n}+O\left(z^{n+1}\right) \\
L_{\infty}(z)-\frac{Q_{n}(z)}{\Phi_{n}(z)} & =\mu_{0} \beta_{1} \alpha_{2} \cdots \alpha_{n+1} \frac{1}{z^{n+1}}+O\left(\frac{1}{z^{n+2}}\right) \tag{2.4}
\end{align*}
$$

and

$$
\frac{Q_{n}(z)}{\Phi_{n}(z)}=\frac{\mu_{0} \beta_{1}}{\sqrt{z+\beta_{1}}-\frac{\alpha_{2} z}{\sqrt{z+\beta_{2} z}}-\cdots-\frac{\alpha_{n} z}{\sqrt{z+\beta_{n}} z}, ., ~ ., ~}
$$

for $n \geq 1$, where $L_{0}(z)=\sum_{j=0}^{\infty} \mu_{j} z^{j}$ and $L_{\infty}(z)=-\sum_{j=1}^{\infty} \mu_{-j} z^{-j}$ are the series expansions of the function $\int_{\mathcal{C}}(w-z)^{-1} w d \mu(w)$.

Finally, from (2.3) and (1.2),

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{z Q_{n}^{*}(z)}{\Phi_{n}^{*}(z)}=\frac{1}{2} \mu_{0}-\frac{1}{2} F(z) \tag{2.5}
\end{equation*}
$$

uniformly on compact subsets of $\mathbb{D}$.

## 3. SZEGŐ POLYNOMIALS FROM HYPERGEOMETRIC FUNCTIONS

For $a, b, c \in \mathbb{C}$ and $c \neq 0,-1,-2, \ldots$, the hypergeometric function ${ }_{2} F_{1}(a, b ; c ; z)$ is defined by the series expansion

$$
{ }_{2} F_{1}(a, b ; c ; z)=\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!}
$$

for $|z|<1$ and by analytic continuation for other values of $z \in \mathbb{C}$. We refer to the book of Andrews, Askey and Roy [1].

A representation of the Hypergeometric function for $\mathfrak{R e} z<1 / 2$ is given by the Pfaff transformation

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=(1-z)^{-a}{ }_{2} F_{1}(a, c-b ; c ; z /(z-1)) . \tag{3.1}
\end{equation*}
$$

If $\mathfrak{R e} c>\mathfrak{R e} b>0$, then for $z \notin[1, \infty)$,

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-z t)^{-a} d t \tag{3.2}
\end{equation*}
$$

known as Euler's integral for hypergeometric functions. Here $\Gamma$ represents the gamma function. If $a$ is an integer, then (3.2) holds for all $z \in \mathbb{C}$.

Two "distinct" hypergeometric functions ${ }_{2} F_{1}\left(a_{1}, a_{2} ; a_{3} ; z\right)$ and ${ }_{2} F_{1}\left(\tilde{a}_{1}, \tilde{a}_{2} ; \tilde{a}_{3} ; z\right)$ may be called contiguous if $\left|a_{i}-\tilde{a}_{i}\right|=0$ or 1 . There are interesting relations between contiguous hypergeometric functions, called contiguous relations. Of the many contiguous relations obtained by Gauss, we consider the following three term relations given as (2.5.3) and (2.5.16) in [1]:

$$
\begin{align*}
&{ }_{2} F_{1}(a, b ; c ; z)=\left(1+\frac{a-b+1}{c} z\right){ }_{2} F_{1}(a+1, b ; c+1 ; z)  \tag{3.3}\\
&-\frac{(a+1)(c-b+1)}{c(c+1)} z_{2} F_{1}(a+2, b ; c+2 ; z)
\end{align*}
$$

and
(3.4)

$$
\begin{aligned}
(c-a)_{2} F_{1}(a-1, b ; c ; z)=(c-2 a-(b-a) z){ }_{2} & F_{1}(a, b ; c ; z) \\
& +a(1-z){ }_{2} F_{1}(a+1, b ; c ; z)
\end{aligned}
$$

Let, $2 \mathfrak{R e}(b) \neq-1,-2,-3, \ldots$ Then from the contiguous relation (3.4),

$$
\begin{aligned}
&(b+\bar{b}+1+n){ }_{2} F_{1}(-n-1, b+1 ; b+\bar{b}+1 ; 1-z) \\
&=(\bar{b}+n+(b+1+n) z){ }_{2} F_{1}(-n, b+1 ; b+\bar{b}+1 ; 1-z) \\
& \quad-n z{ }_{2} F_{1}(-n+1, b+1 ; b+\bar{b}+1 ; 1-z) .
\end{aligned}
$$

Hence, the monic polynomials

$$
\begin{equation*}
\Phi_{n}(b ; z)=\frac{(b+\bar{b}+1)_{n}}{(b+1)_{n}}{ }_{2} F_{1}(-n, b+1 ; b+\bar{b}+1 ; 1-z), \quad n \geq 0 \tag{3.5}
\end{equation*}
$$

satisfy the three term recurrence relation

$$
\Phi_{n+1}(b ; z)=\left(z+\beta_{n+1}^{(b)}\right) \Phi_{n}(b ; z)-\alpha_{n+1}^{(b)} z \Phi_{n-1}(b ; z), \quad n \geq 1
$$

with $\Phi_{0}(b ; z)=1$ and $\Phi_{1}(b ; z)=z+\beta_{1}^{(b)}$, where

$$
\begin{equation*}
\beta_{n}^{(b)}=\frac{\bar{b}+n-1}{b+n}, \quad \alpha_{n+1}^{(b)}=\frac{n(b+\bar{b}+n)}{(b+n)(b+n+1)}, \quad n \geq 1 \tag{3.6}
\end{equation*}
$$

Note that $\beta_{n+1}^{(b)} \neq 0, \alpha_{n+1}^{(b)} \neq 0$,

$$
\frac{\alpha_{n+1}^{(b)}}{\beta_{n+1}^{(b)}}=\frac{n(b+\bar{b}+n)}{(b+n)(\bar{b}+n)} \text { and } 1-\left|\Phi_{n}(b ; 0)\right|^{2}=1-\left|\frac{(\bar{b})_{n}}{(b+1)_{n}}\right|^{2}=\frac{n(b+\bar{b}+n)}{(b+n)(\bar{b}+n)}
$$

for $n \geq 1$. Hence, these coefficients satisfy the conditions of Theorem 2.1. provided that $\mathfrak{R e}(b)>-1 / 2$.

Together with the polynomials $\left\{Q_{n}(b ; z)\right\}$ given by

$$
Q_{n+1}(b ; z)=\left(z+\beta_{n+1}^{(b)}\right) Q_{n}(b ; z)-\alpha_{n+1}^{(b)} z Q_{n-1}(b ; z), \quad n \geq 1
$$

with initial polynomials $Q_{0}(b ; z)=0$ and $Q_{1}(b ; z)=\beta_{1}^{(b)}$, we can now state the following.
Theorem 3.1. Let $\mathfrak{R e}(b)>-1 / 2$. Then $\left\{\Phi_{n}(b ; z)\right\}$ are the monic Szegő polynomials defined by

$$
\begin{equation*}
\int_{\mathcal{C}} \bar{z}^{j} \Phi_{n}(b ; z) d \mu(b ; z)=\left(\kappa_{n}^{(b)}\right)^{-2} \delta_{n j}, \quad 0 \leq j \leq n, \tag{3.7}
\end{equation*}
$$

with respect to a positive measure $\mu(b ; z)$ on the unit circle. The coefficients $\kappa_{n}^{(b)}=$ $\left\|\Phi_{n}(b ; z)\right\|^{-1}$ and $a_{n}^{(b)}=\Phi_{n}(b ; 0)$ associated with these polynomials satisfy

$$
\kappa_{n}^{(b)}=\sqrt{\frac{\left|(b+1)_{n}\right|^{2}}{(b+\bar{b}+1)_{n} n!}} \quad \text { and } \quad a_{n}^{(b)}=\frac{(\bar{b})_{n}}{(b+1)_{n}} \quad n \geq 1
$$

Moreover,

$$
\begin{aligned}
\Phi_{n}(b ; z) L_{0}(b ; z)-\frac{Q_{n}(b ; z)}{\Phi_{n}(b ; z)} & =\frac{(b+\bar{b}+1)_{n} n!}{(b+1)_{n}(\bar{b}+1)_{n}} z^{n}+O\left(z^{n+1}\right) \\
L_{\infty}(b ; z)-\frac{Q_{n}(b ; z)}{\Phi_{n}(b ; z)} & =\frac{\bar{b}(b+\bar{b}+1)_{n} n!}{(b+1)_{n}(b+1)_{n+1}} \frac{1}{z^{n+1}}+O\left(\frac{1}{z^{n+2}}\right)
\end{aligned}
$$

where $L_{0}(b ; z)=\sum_{j=0}^{\infty} \mu_{j}^{(b)} z^{j}$ and $L_{\infty}(b ; z)=-\sum_{j=1}^{\infty} \mu_{-j}^{(b)} z^{-j}$, with

$$
\mu_{0}^{(b)}=\int_{\mathcal{C}} d \mu(b ; z)=1 \quad \text { and } \quad \overline{\mu_{-j}^{(b)}}=\mu_{j}^{(b)}=\int_{\mathcal{C}} z^{-j} d \mu(b ; z)=\frac{(-b)_{j}}{(\bar{b}+1)_{j}}, \quad j \geq 1
$$

Proof. We only need to show $\mu_{j}^{(b)}=(-b)_{j} /(\bar{b}+1)_{j}, j \geq 0$, as the remaining results follow from results given in section 2.

If $b=0$, since $\Phi_{n}(0 ; z)=z^{n}$, the results are clearly true. So we also assume $b \neq 0$.

From the contiguous relation (3.3),

$$
\begin{aligned}
& \frac{{ }_{2} F_{1}(a+1,-b ; \bar{b}+1 ; z)}{{ }_{2} F_{1}(a,-b ; \bar{b} ; z)} \\
& \quad=\frac{1}{1+\frac{a+b+1}{\bar{b}} z-\frac{(a+1)(b+\bar{b}+1)}{\bar{b}(\bar{b}+1)} z \frac{{ }_{2} F_{1}(a+2,-b ; \bar{b}+2 ; z)}{{ }_{2} F_{1}(a+1,-b ; \bar{b}+1 ; z)}} .
\end{aligned}
$$

Hence, if we write $R_{n}(a, b ; z)=\frac{{ }_{2} F_{1}(a+n+1,-b ; \bar{b}+n+1 ; z)}{{ }_{2} F_{1}(a+n,-b ; \bar{b}+n ; z)}, n=0,1,2, \ldots$, then
$R_{0}(a, b ; z)=\frac{1}{\sqrt{1+g_{1} z}-\frac{f_{2} z}{\mid 1+g_{2} z}-\cdots-\frac{f_{n-1} z}{\sqrt{1+g_{n-1} z}}-\stackrel{f_{n} z}{\mid 1+g_{n} z-f_{n+1} z R_{n}(a, b ; z)}}, ~$,
where $g_{n}=\frac{a+b+n}{\bar{b}+n-1}, f_{n+1}=\frac{(a+n)(b+\bar{b}+n)}{(\bar{b}+n-1)(\bar{b}+n)}, n \geq 1$.
If we restrict ourselves to the case in which $a=0$, then

$$
\begin{aligned}
R_{0}(0, b ; z) & ={ }_{2} F_{1}(1,-b ; \bar{b}+1 ; z) \\
& =\sqrt{1+g_{1} z}-\sqrt[f_{2} z]{1+g_{2} z}-\cdots-\frac{f_{n-1} z}{\sqrt{1+g_{n-1} z}}-\frac{f_{n} z}{\sqrt{1+g_{n} z-f_{n+1} z R_{n}(0, b ; z)}},
\end{aligned}
$$

where $g_{n}=\frac{b+n}{\bar{b}+n-1}, \quad f_{n+1}=\frac{n(b+\bar{b}+n)}{(\bar{b}+n-1)(\bar{b}+n)}, n \geq 1$.
Equivalently, we can also write

$$
R_{0}(0, b ; z)=\frac{\beta_{1}}{\sqrt{z+\beta_{1}}}-\frac{\alpha_{2} z}{\sqrt{z+\beta_{2}}}-\cdots-\frac{\alpha_{n} z}{\sqrt{z+\beta_{n}}}-\frac{\alpha_{n+1} z R_{n}(0, b ; z)}{\beta_{n+1}},
$$

where

$$
\begin{equation*}
\beta_{n}=\frac{1}{g_{n}}=\beta_{n}^{(b)} \quad \alpha_{n+1}=\frac{f_{n+1}}{g_{n} g_{n+1}}=\alpha_{n+1}^{(b)}, \quad n \geq 1 \tag{3.8}
\end{equation*}
$$

Using the theory of continued fractions, we then observe that

$$
\begin{aligned}
R_{0}(0, b ; z)-\frac{Q_{n}(b ; z)}{\Phi_{n}(b ; z)} & =\frac{\beta_{n+1}^{(b)} Q_{n}(b ; z)-\alpha_{n+1}^{(b)} z R_{n}(0, b ; z) Q_{n-1}(b ; z)}{\beta_{n+1}^{(b)} \Phi_{n}(b ; z)-\alpha_{n+1}^{(b)} z R_{n}(0, b ; z) \Phi_{n-1}(b ; z)}-\frac{Q_{n}(b ; z)}{\Phi_{n}(b ; z)} \\
& =\frac{\beta_{1}^{(b)} \alpha_{2}^{(b)} \cdots \alpha_{n}^{(b)} \alpha_{n+1}^{(b)} z^{n} R_{n}(0, b ; z)}{\left[\beta_{n+1}^{(b)} \Phi_{n}(b ; z)-\alpha_{n+1}^{(b)} z R_{n}(0, b ; z) \Phi_{n-1}(b ; z)\right] \Phi_{n}(b ; z)} \\
& =\frac{(b+\bar{b}+1)_{n} n!}{(\bar{b})_{n}(\bar{b}+1)_{n}} z^{n}+O\left(z^{n+1}\right)
\end{aligned}
$$

Hence $L_{0}(b ; z)={ }_{2} F_{1}(1,-b ; \bar{b}+1 ; z)$, and the theorem follows.
From $\mu_{-j}^{(b)}=\overline{\mu_{j}^{(b)}}$, we also have

$$
\begin{equation*}
L_{\infty}(b ; z)=\frac{\bar{b}}{b+1} z^{-1}{ }_{2} F_{1}\left(1,-\bar{b}+1 ; b+2 ; z^{-1}\right) \tag{3.9}
\end{equation*}
$$

The following asymptotic results also hold.

## Theorem 3.2.

$$
\lim _{n \rightarrow \infty} \kappa_{n}^{(b)}=\frac{\sqrt{\Gamma(b+\bar{b}+1)}}{|\Gamma(b+1)|} \text { and } \lim _{n \rightarrow \infty} n^{b-\bar{b}+1} a_{n}^{(b)}=\frac{\Gamma(b+1)}{\Gamma(b)}
$$

Proof. In the expressions given in Theorem 3.1 for $\kappa_{n}^{(b)}$ and $a_{n}^{(b)}$, use $\Gamma(z)=$ $\lim _{n \rightarrow \infty} \frac{n!n^{z-1}}{(z)_{n}}$.

Some orthogonal Laurent polynomials generated by the contiguous relations (3.3) and (3.4) are considered in Hendriksen and van Rossum [9], where they obtain orthogonality for these Laurent polynomials in terms of a non-positive-definite moment functional.

The contiguous relation (3.4) also gives rise to the Meixner-Pollaczek polynomials $P_{n}^{(\lambda, \theta)}(x)=\frac{(2 \lambda)_{n}}{n!} e^{i n \theta}{ }_{2} F_{1}\left(-n, \lambda+i x ; 2 \lambda ; 1-e^{-2 i \theta}\right)$, which are orthogonal on $(-\infty, \infty)$. For more information on these polynomials see for example [10].

## 4. More on the measure and related functions

Unless stated otherwise, we assume that $\mathfrak{R e} b>-1 / 2$. The following theorem gives the exact expression for the measure $\mu(b ; z)$.

Theorem 4.1. The measure $\mu(b ; z)$ can be given by $d \mu\left(b ; e^{i \theta}\right)=\omega(b ; \theta) d \theta$, where

$$
\omega(b ; \theta)=\tau^{(b)} e^{(\pi-\theta) \mathfrak{I m} b}[\sin (\theta / 2)]^{2 \mathfrak{R} b}, \quad 0 \leq \theta \leq 2 \pi
$$

The constant $\tau^{(b)}=\frac{2^{b+\bar{b}}|\Gamma(b+1)|^{2}}{2 \pi \Gamma(b+\bar{b}+1)}$ is such that $\mu_{0}^{(b)}=1$.
Proof. Since, $\mu_{j}^{(b)}=\int_{0}^{2 \pi} e^{-i j \theta} \omega(b ; \theta) d \theta=\overline{\int_{0}^{2 \pi} e^{i j \theta} \omega(b ; \theta) d \theta}=\overline{\mu_{-j}^{(b)}}$, we only have to show that

$$
\mu_{j}^{(b)}=\tau^{(b)} \int_{0}^{2 \pi} e^{-i j \theta} e^{(\pi-\theta) \mathfrak{I m} b}[\sin (\theta / 2)]^{2 \mathfrak{R e} b} d \theta=\frac{(-b)_{j}}{(\bar{b}+1)_{j}}, \quad j \geq 0
$$

With $2 i \sin (\theta / 2)=e^{i \theta / 2}-e^{-i \theta / 2}$,

$$
\mu_{j}^{(b)}=\tilde{\tau}^{(b)} \int_{0}^{2 \pi} e^{-i(j+\bar{b}) \theta}\left[e^{i \theta}-1\right]^{b+\bar{b}} d \theta, \quad j \geq 0
$$

where $\tilde{\tau}^{(b)}=(2 i)^{-2 \mathfrak{R e}(b)} e^{\mathfrak{J m}(b) \pi} \tau^{(b)}$. Thus, observing that we can also write this in the form $\mu_{j}^{(b)}=\tilde{\tau}(b) \int_{0}^{2 \pi}(i)^{-1} e^{-i(j+\bar{b}+1) \theta}\left[e^{i \theta}-1\right]^{b+\bar{b}} i e^{i \theta} d \theta, \quad j \geq 0$, by integration by parts we establish that

$$
\mu_{j+1}^{(b)}=\frac{-b+j}{\bar{b}+1+j} \mu_{j}^{(b)}, \quad j \geq 0
$$



Figure 1. Contour $\Lambda$
Therefore, the proof will be complete if we can prove $\mu_{0}^{(b)}=1$, equivalently, if we can show that $\mu_{j}^{(b)}=(-b)_{j} /(\bar{b}+1)_{j}$ or $\mu_{-j}^{(b)}=(-\bar{b})_{j} /(b+1)_{j}$ for some other particular value of $j$.

With $z=e^{i \theta}$, one can write

$$
\begin{equation*}
\mu_{-j}^{(b)}=\frac{i}{2^{b+\bar{b}}} \tau^{(b)} \int_{\mathcal{C}} z^{j}(-z)^{-\bar{b}-1}(1-z)^{b+\bar{b}} d z \tag{4.1}
\end{equation*}
$$

where the branch cuts in $(-z)^{-\bar{b}}$ and $(1-z)^{b+\bar{b}}$ are along the positive real axis.
Hence, we choose a $j$ such that $\mathfrak{R e}(j-\bar{b})>0$ and evaluate the integral by contour integration using the contour $\Lambda$ as given in Figure 1. Thus,

$$
\mu_{-j}^{(b)}=\frac{i}{2^{b+\bar{b}}} \tau^{(b)} 2 i \sin (\bar{b} \pi) \int_{0}^{1} t^{j-\bar{b}-1}(1-t)^{b+\bar{b}} d t
$$

Hence, from the definitions of the gamma function, the beta function and the Euler's reflection formula, we obtain the required result. This completes the proof of the theorem.

The idea used here to calculate the integral (4.1) is the same as employed in (9), where the authors consider a general set of parameters for the exponents of $z$ and $1-z$, but restricting the values of the parameters to be real.

Theorem 4.2. If $\mathfrak{R e} b>0$, then for all $z \in \mathbb{C}$ the polynomials $\Phi_{n}(b ; z)$ and their reciprocals $\Phi_{n}^{*}(b ; z)$ can be given by

$$
\begin{aligned}
& \Phi_{n}(b ; z)=\frac{\Gamma(b+\bar{b}+n+1)}{\Gamma(b+n+1) \Gamma(b)} \int_{0}^{1} t^{b}(1-t)^{\bar{b}-1}[1-(1-z) t]^{n} d t \\
& \Phi_{n}^{*}(b ; z)=\frac{\Gamma(b+\bar{b}+n+1)}{\Gamma(\bar{b}+n+1) \Gamma(\bar{b})} \int_{0}^{1} t^{b-1}(1-t)^{\bar{b}}[1-(1-z) t]^{n} d t
\end{aligned}
$$

Proof. The expression for $\Phi_{n}(b ; z)$ follows immediately from (3.5) with the use of (3.2). To obtain the other, we can directly evaluate $z^{n} \overline{\Phi_{n}(b ; 1 / \bar{z})}$ from the above Euler integral for $\Phi_{n}(b ; z)$ or use (3.5) together with (3.1) to get

$$
\Phi_{n}^{*}(b ; z)=\frac{(b+\bar{b}+1)_{n}}{(\bar{b}+1)_{n}}{ }_{2} F_{1}(-n, b ; b+\bar{b}+1 ; 1-z), \quad n \geq 0
$$

and then use (3.2).

We can now give an expression for the associated Szegő function

$$
D(b ; z)=\exp \left(\frac{1}{4 \pi} \int_{0}^{2 \pi} \frac{e^{i \theta}+z}{e^{i \theta}-z} \log (\omega(b ; \theta)) d \theta\right)
$$

Theorem 4.3.

$$
D(b ; z)=\frac{|\Gamma(b+1)|}{\sqrt{\Gamma(b+\bar{b}+1)}}(1-z)^{b} .
$$

Proof. First we assume that $\mathfrak{R e} b>0$ and use the knowledge that $\kappa_{n}^{(b)} \Phi_{n}^{*}(b ; z) \rightarrow$ $D(b ; z)^{-1}$ uniformly on compact subsets of $\mathbb{D}$. With the substitution $u=n t$, we have from Theorem 4.2 that

$$
\kappa_{n}^{(b)} \Phi_{n}^{*}(b ; z)=\kappa_{n}^{(b)} \frac{\Gamma(b+\bar{b}+n+1)}{\Gamma(\bar{b}+n+1) \Gamma(\bar{b})} \frac{1}{n^{b}} \int_{0}^{n} u^{b-1}\left(1-\frac{u}{n}\right)^{\bar{b}}\left(1-(1-z) \frac{u}{n}\right)^{n} d u
$$

Using

$$
\Gamma(z)=\lim _{n \rightarrow \infty} \frac{n!n^{z-1}}{(z)_{n}} \quad \text { and } \quad e^{z}=\lim _{n \rightarrow \infty}\left(1+\frac{z}{n}\right)^{n}
$$

together with the help of the Lebesgue's dominated convergence theorem, we then have

$$
\lim _{n \rightarrow \infty} \kappa_{n}^{(b)} \Phi_{n}^{*}(b ; z)=\frac{\sqrt{\Gamma(b+\bar{b}+1)}}{|\Gamma(b+1)|} \frac{1}{\Gamma(b)} \int_{0}^{\infty} u^{b-1} e^{-(1-z) u} d u
$$

for $0<z<1$. Hence the theorem follows from the integral representation for a gamma function. The result for remaining values of $z$ follows by analytic continuation. The result can also be analytically extended for $\mathfrak{R e}(b)>-1 / 2$.

From (2.5) and (3.9) for the associated Carathéodory function,

$$
1-\lim _{n \rightarrow \infty} \frac{2 z Q_{n}^{*}(b ; z)}{\Phi_{n}^{*}(b ; z)}=F(b ; z)=-1+2{ }_{2} F_{1}(1,-b+1 ; \bar{b}+1 ; z)
$$

for $z$ on compact subsets of $\mathbb{D}$.
Using [1, Eq. $(2.3 .14)]$, since $\Phi_{n}(b ; z)=\frac{(\bar{b})_{n}}{(b+1)_{n}}{ }_{2} F_{1}(-n, b+1 ; 1-n-\bar{b} ; 1-z)$, a generating function for these Szegő polynomials is $G(b ; z, t)=(1-t)^{-\bar{b}}(1-t z)^{-b-1}$, and one can verify that

$$
G(b ; z, t)=\sum_{n=0}^{\infty} \frac{(b+1)_{n}}{n!} \Phi_{n}(b ; z) t^{n}
$$

This generating function shows that the Szegő polynomials considered here are very similar to orthogonal functions considered by Gasper [6].

## 5. Para-orthogonal polynomials

As defined by Jones, Njåstad and Thron [11, for any $\rho$ such that $|\rho|=1$, the polynomial

$$
B_{n}(b, \rho ; z)=\frac{\Phi_{n}(b ; z)+\rho \Phi_{n}^{*}(b ; z)}{1+\rho \overline{\Phi_{n}(b ; 0)}}
$$

is a monic para-orthogonal polynomial of degree $n$. The zeros of these polynomials are simple and lie on the unit circle $\mathcal{C}$. This is different from the Szegő polynomials which have their zeros, not necessarily simple, but which lie within the open unit disk $\mathbb{D}$.

Since $\Phi_{n}(0 ; z)=z^{n}$, we clearly have $B_{n}(0, \rho ; z)=z^{n}+\rho$, which clearly has $n$ distinct zeros on the unit circle.

Now, assuming $b \neq 0$, let

$$
\rho_{n 1}^{(b)}=\frac{(\bar{b})_{n+1}}{(b)_{n+1}} \quad \text { and } \quad \rho_{n 2}^{(b)}=-\frac{(\bar{b}+1)_{n}}{(b+1)_{n}}, \quad n \geq 1
$$

Then the following can be easily established for the sequences of monic paraorthogonal polynomials $\left\{B_{n}\left(b, \rho_{n 1}^{(b)} ; z\right)\right\}$ and $\left\{B_{n}\left(b, \rho_{n 2}^{(b)} ; z\right)\right\}$.

Theorem 5.1. With $\mathfrak{R e} b>-1 / 2$ and $b \neq 0$, if $\Phi_{n}^{(1)}(b ; z)=B_{n}\left(b, \rho_{n 1}^{(b)} ; z\right)$, then

$$
\begin{aligned}
& \Phi_{n}^{(1)}(b ; z)=\frac{(b+\bar{b})_{n}}{(b)_{n}}{ }_{2} F_{1}(-n, b ; b+\bar{b} ; 1-z), \quad n \geq 1, \quad \text { for } \quad \mathfrak{R e} b \neq 0, \\
& \Phi_{n}^{(1)}(b ; z)=\frac{n!}{(b)_{n}}(z-1){ }_{2} F_{1}(-n+1, b+1 ; 2 ; 1-z), \quad n \geq 1, \quad \text { for } \quad \mathfrak{R e} b=0 .
\end{aligned}
$$

Moreover,

$$
\Phi_{n+1}^{(1)}(b ; z)=\left(z+\frac{\bar{b}+n}{b+n}\right) \Phi_{n}^{(1)}(b ; z)-\frac{n(b+\bar{b}+n-1)}{(b+n-1)(b+n)} z \Phi_{n-1}^{(1)}(b ; z), \quad n \geq 1
$$

with $\Phi_{0}^{(1)}(b ; z)=1$ and $\Phi_{1}^{(1)}(b ; z)=z+\bar{b} / b$.
Similarly with $\mathfrak{R e} b>-1 / 2$, if $(z-1) \Phi_{n-1}^{(2)}(b ; z)=B_{n}\left(b, \rho_{n 2}^{(b)} ; z\right)$, then

$$
\Phi_{n}^{(2)}(b ; z)=\frac{(b+\bar{b}+2)_{n}}{(b+1)_{n}}{ }_{2} F_{1}(-n, b+1 ; b+\bar{b}+2 ; 1-z), \quad n \geq 0
$$

and

$$
\Phi_{n+1}^{(2)}(b ; z)=\left(z+\frac{\bar{b}+n+1}{b+n+1}\right) \Phi_{n}^{(2)}(b ; z)-\frac{n(b+\bar{b}+n+1)}{(b+n)(b+n+1)} z \Phi_{n-1}^{(2)}(b ; z), \quad n \geq 1
$$

with $\Phi_{0}^{(2)}(b ; z)=1$ and $\Phi_{1}^{(2)}(b ; z)=z+(\bar{b}+1) /(b+1)$.
Again, the three term recurrence relations follow from the contiguous relation (3.4).

## 6. CONCLUDING REMARKS

From the properties of the zeros of Szegő polynomials and para-orthogonal polynomials, we can also state the following.

Remark 6.1. If $\mathfrak{R e} b>-1 / 2$, then the zeros of the $n$th degree hypergeometric polynomial ${ }_{2} F_{1}(-n, b+1 ; b+\bar{b}+1 ; 1-z)$ lie within the ring $|b+n|^{-1}|b| \leq|z|<1$ and, also if $\mathfrak{R e} b \neq 0$, then the zeros of the $n$th degree hypergeometric polynomial ${ }_{2} F_{1}(-n, b ; b+\bar{b} ; 1-z)$ are distinct and lie on the unit circle.

For the lower bound of the zeros of ${ }_{2} F_{1}(-n, b+1 ; b+\bar{b}+1 ; 1-z)$ see Corollary 1.7.3 of 17].

As we have already remarked in the introduction, if $b=\lambda$ is real, then the polynomials $\left\{\Phi_{n}(\lambda ; z)\right\}$ are the monic Szegő polynomials associated with the weight function $[\sin (\theta / 2)]^{2 \lambda}$. Hence, these are the polynomials obtained from the Gegenbauer polynomials using the Szegő transformation.

Taking $b=-i \eta$, we can state the following.

Remark 6.2. Let $\eta \in \mathbb{R}$. Then

$$
\Phi_{n}(-i \eta ; z)=\frac{n!}{(1-i \eta)_{n}}{ }_{2} F_{1}(-n, 1-i \eta ; 1 ; 1-z), \quad n \geq 0
$$

are the monic Szegő polynomials associated with the weight function $e^{\eta \theta}$, with the orthogonality given by

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i j \theta} \Phi_{n}\left(-i \eta ; e^{i \theta}\right) e^{\eta \theta} d \theta=\frac{e^{\eta \pi}(n!)^{2}}{|\Gamma(1+n-i \eta)|^{2}} \delta_{n j}, \quad 0 \leq j \leq n
$$

Moreover, the Verblunsky coefficients $a_{n}^{(-i \eta)}=(i \eta)_{n} /(1-i \eta)_{n}, n \geq 1$, are such that $\left|a_{n}^{(i \eta)}\right|^{2}=\eta^{2} /\left(n^{2}+\eta^{2}\right)$.

Similar orthogonality, however with an inclusion of a mass point at $z=1$, was recently obtained in Tsujimoto and Zhedanov [24].

Finally, communications with Prof. Richard Askey after the initial submission of this paper has brought to our attention one of his comments regarding [21] on page 304 of [2]. There he mentions the biorthogonality of $\left\{{ }_{2} F_{1}(-n, x ; x+y-\right.$ $1 ; 1-z)\}$ and $\left\{{ }_{2} F_{1}(-n, y ; x+y-1 ; 1-z)\right\}$ with respect to the weight function $e^{i(x-y) \theta / 2}[\sin \theta / 2]^{x+y-2}, 0 \leq \theta \leq 2 \pi$. Surprisingly, it seems no one has done this; the orthogonality results in the current paper can be realized if we take $x=\bar{b}+1$ and $y=b+1$. Professor Askey also informed me of the paper [23] on the asymptotic expansion for these polynomials.

## References

[1] G.E. Andrews, R. Askey and R. Roy, "Special Functions", Encyclopedia of Mathematics and its Applications, Cambridge University Press, 2000. MR 1688958 (2000g:33001)
[2] R. Askey (editor), "Gabor Szegő: Collected Papers. Volume 1", Contemporary Mathematics, Amer. Math. Soc., Providence, RI, 1982. MR674482 (84d:01082a)
[3] A. Cachafeiro, F. Marcellán and C. Pérez, Orthogonal polynomials with respect to the sum of an arbitrary measure and a Bernstein-Szegö measure, Adv. Comput. Math., 26 (2007), 81-104. MR2350346 (2008m:33032)
[4] R. Cruz-Barroso, P. González-Vera and F. Perdomo-Pı̆o, Quadrature formulas associated with Rogers-Szegő polynomials, Comput. Math. Appl., 57 (2009), 308-323. MR2488385 (2009k:65040)
[5] L. Daruis, O. Njastad, W. Van Assche, Szegő quadrature and frequency analysis, Electron. Trans. Numer. Anal., 19 (2005), 48-57. MR2149269 (2006e:41057)
[6] G. Gasper, Orthogonality of certain functions with complex valued weights, Canad. J. Math., 33 (1981), 1261-1270. MR638380 (83a:33014)
[7] Ya.L. Geronimus, "Orthogonal Polynomials", Amer. Math. Soc. Transl., Ser. 2, vol. 108, American Mathematical Society, Providence, RI, 1977.
[8] L. Golinskii and A. Zlatoš, Coefficients of orthogonal polynomials on the unit circle and higher-order Szegő theorems, Constr. Approx., 26 (2007), 361-382. MR2335688|(2008k:42080)
[9] E. Hendriksen and H. van Rossum, Orthogonal Laurent polynomials, Indag. Math. (ser. A), 48 (1986), 17-36. MR834317(87j:30008)
[10] M.E.H. Ismail, "Classical and Quantum Orthogonal Polynomials in One Variable", Encyclopedia of Mathematics and Its Applications, vol. 98, Cambridge Univ. Press, Cambridge, UK, 2005. MR2191786 (2007f:33001)
[11] W.B. Jones, O. Njåstad and W.J. Thron, Moment theory, orthogonal polynomials, quadrature, and continued fractions associated with the unit circle, Bull. London Math. Soc., 21 (1989), 113-152. MR976057 (90e:42027)
[12] W.B. Jones and W.J. Thron, "Continued Fractions Analytic Theory and Applications", Encyclopedia of Mathematics and Its Applications, vol. 11, Addison-Wesley, Reading, MA, 1980. MR595864 (82c:30001)
[13] L. Lorentzen and H. Waadeland, "Continued Fractions with Applications", Studies in Computational Mathematics, vol. 3, North-Holland, Amsterdam, 1992. MR.1172520 (93g:30007)
[14] A.L. Lukashov and F. Peherstorfer, Zeros of polynomials orthogonal on two arcs of the unit circle, J. Approx. Theory, 132 (2005), 42-71. MR2110575 (2006g:42045)
[15] A. Martínez-Finkelshtein, K.T.-R. McLaughlin and E.B. Saff, Szegő orthogonal polynomials with respect to an analytic weight: canonical representation and strong asymptotics, Constr. Approx., 24 (2006), 319-363. MR2253965 (2007e:42029)
[16] J. Petronilho, Orthogonal polynomials on the unit circle via a polynomial mapping on the real line, J. Comput. Appl. Math., 216 (2008), 98-127. MR2421843 (2009e:42054)
[17] B. Simon, "Orthogonal Polynomials on the Unit Circle. Part 1. Classical Theory", American Mathematical Society Colloquium Publications, vol. 54, part 1, American Mathematical Society, Providence, RI, 2004. MR2105088 (2006a:42002a)
[18] B. Simon, "Orthogonal Polynomials on the Unit Circle. Part 2. Spectral Theory", American Mathematical Society Colloquium Publications, vol. 54, part 2, American Mathematical Society, Providence, RI, 2004. MR2105089 (2006a:42002b)
[19] B. Simon, Equilibrium measures and capacities in spectral theory, Inverse Probl. Imaging, 1 (2007), 713-772. MR2350223 (2008k:31003)
[20] G. Szegő, Über Beiträge zur theorie der toeplitzschen formen, Math. Z., 6 (1920), 167-202. MR1544404
[21] G. Szegő, Uber Beiträge zur theorie der toeplitzschen formen, II, Math. Z., 9 (1921), 167-190. MR 1544462
[22] G. Szegő, "Orthogonal Polynomials", 4th ed., Amer. Math. Soc. Colloq. Publ., vol. 23, Amer. Math. Soc., Providence, RI, 1975. MR0372517 (51:8724)
[23] N.M. Temme, Uniform asymptotic expansion for a class of polynomials biorthogonal on the unit circle, Constr. Approx., 2 (1986), 369-376. MR892162 (88e:42047)
[24] S. Tsujimoto and A. Zhedanov, Elliptic hypergeometric Laurent biorthogonal polynomials with a dense point spectrum on the unit circle, SIGMA Symmetry Integrability Geom. Methods Appl., 5 (2009), Paper 033, 30 pp. MR2506179 (2010g:33018)

Departamento de Ciências de Computa̧o e Estatística, Ibilce, Universidade Estadual Paulista, 15054-000, São José do Rio Preto, SP, Brazil

E-mail address: ranga@ibilce.unesp.br

