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� Calibration using a single standard
concentration and several transition
energies.

� Only 2 calibration solutions; accuracy
comparable with standard additions
method.

� Multiple instrument responses and
easy identification of spectral
interferences.

� Applications with ICP OES, MIP OES
and HR-CS FAAS.

� Simple and efficient method for
analyzing complex-matrix samples.
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Multi-energy calibration (MEC) is a novel strategy that explores the capacity of several analytes of
generating analytical signals at many different wavelengths (transition energies). Contrasting with
traditional methods, which employ a fixed transition energy and different analyte concentrations to
build a calibration plot, MEC uses a fixed analyte concentration and multiple transition energies for
calibration. Only two calibration solutions are required in combination with the MEC method. Solution 1
is composed of 50% v v�1 sample and 50% v v�1 of a standard solution containing the analytes. Solution 2
has 50% v v�1 sample and 50% v v�1 blank. Calibration is performed by running each solution separately
and monitoring the instrument response at several wavelengths for each analyte. Analytical signals from
solutions 1 and 2 are plotted on the x-axis and y-axis, respectively, and the analyte concentration in the
sample is calculated from the slope of the resulting calibration curve. The method has been applied to
three different atomic spectrometric techniques (ICP OES, MIP OES and HR-CS FAAS). Six analytes were
determined in complex samples (e.g. green tea, cola soft drink, cough medicine, soy sauce, and red wine),
and the results were comparable with, and in several cases more accurate than, values obtained using the
traditional external calibration, internal standardization, and standard additions methods. MEC is a
simple, fast and efficient matrix-matching calibration method. It may be applied to any technique
capable of simultaneous or fast sequential monitoring of multiple analytical signals.

© 2017 Elsevier B.V. All rights reserved.
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1. Introduction

Calibration is an essential component of any quantitative
analytical procedure. If an inadequate calibrationmethod is chosen,
biased results may be obtained even by using the most sensitive,
robust and precise analytical technique available [1]. In most
common applications, calibration is performed by recording the
analytical signals from a few standard reference solutions and
deriving a calibration curve equation correlating instrumental
response to analyte concentration. Ideally, the analyte's physical-
chemical environment should be the same for standard reference
solutions and samples. However, preparing perfectly matrix-
matched reference solutions is almost never achievable in prac-
tice. The traditional external standard calibration method (EC) is
efficient for determinations involving simple matrices. It is applied
under the assumption that reference solutions and samples have
the same matrix, or that differences in their composition have
negligible effects on the analytical signals. Obviously, that is rarely
the case, and EC often fails when combined with matrix-sensitive
instrumental techniques. The most common alternatives to EC are
internal standardization (IS) and standard additions (SA) [2]. The
former can improve precision and accuracy if variations in sample
transport, sample size, aerosol generation, vaporization, instru-
ment temperature and other physical changes are the main sources
of signal bias. However, it usually is ineffective at minimizing ma-
trix effects [2e5]. The method of standard additions is the most
recommended approach to complex matrix analyses because cali-
bration solutions and samples are prepared in the same matrix.
However, it may be a time consuming method, since a calibration
curve with at least three points must be run for each individual
sample to ensure accurate results [6e8].

In recent years, novel calibration methods have been proposed
to improve accuracy and simplify quantitative analysis. Some of the
new methods rely on multivariate calibration and chemometrics
[9e11], while others are based on gradient dilution combined with
matrix-matching procedures [12e17]. Others still, use traditional
calibration methods, but take advantage of the capacity of many
modern instruments to simultaneously, or at least fast-sequentially,
monitor multiple lines of the same analyte to improve sensitivity,
precision and accuracy [18e21]. However, in all cases, the calibra-
tion strategy has some component of the traditional relationship
instrument response/analyte concentration [2]. A third dimension
to this relationship that has rarely been explored for calibration
purposes is wavelength, or more broadly, transition energy. In
atomic emission spectrometry, for example, instrument response at
a certain wavelength (IjiðlijÞ) is directly related to both analyte con-
centration (C) and excited-state transition energy (Ej) [22]:

IjiðlijÞ ¼
FCAjigj
QðTÞ e�Ej=kBT (1)

where F ¼ instrumental proportionality constant, Aji ¼ transition
probability, gj ¼ excited-state degeneracy, Q (T) ¼ partition func-
tion, kB ¼ Boltzmann constant, and T ¼ temperature. Traditional
calibration curves are built by fixing Ej (same wavelength, lij),
varying C, and adopting IjiðlijÞ as the dependent variable. An alter-
native approach would be keeping instrument response as the
dependent variable (IjiðlijÞ in Eq. (1)), but fixing C, and varying Ej (i.e.,
collecting analytical signals at various wavelengths: l1 - ln).

In the present work, we describe and validate this alternative
method, named multi-energy calibration (MEC). It is combined
with a simple matrix-matching procedure to ensure minimal ma-
trix effects, and applied to microwave-induced plasma optical
emission spectrometry (MIP OES), inductively coupled plasma op-
tical emission spectrometry (ICP OES), and high-resolution
continuum source flame atomic absorption spectrometry (HR-CS
FAAS). In the calibration procedure described here, only two cali-
bration solutions are required per sample. Solution 1 is composed
of 50% v v�1 sample and 50% v v�1 of a standard solution containing
the analytes. Solution 2 has 50% v v�1 sample and 50% v v�1 blank.
The 1:1 proportion is adopted for simplicity. However, as long as
the amount of sample is constant in both solutions, other mixture
proportions such as 30/70, 40/60, etc could also be used. Calibration
is performed by running each solution separately and monitoring
the instrument response at several wavelengths for each analyte.
The mathematical treatment used to determine the analyte con-
centration in the sample is straightforward. Consider the following
relationships:

I(li)SamþStd ¼ m (CSam þ CStd) (2)

I(li)Sam ¼ m CSam (3)

where I(li)
SamþStd and I(li)

Sam are the instrument responses at a
certain wavelength (i) for solutions 1 and 2, respectively; m is a
proportionality constant; and CSam and CStd are the analyte con-
centrations in the sample and in the standard solution added to
solution 1. In this case,m incorporates everything on the right hand
side of Eq. (1), except for C. If one considers the same instrumental
conditions, and the same matrix since both solutions have 50% v
v�1 sample, Eqs. (2) and (3) may be combined (Eq. (4)) and rear-
ranged (Eq. (5)):

IðliÞSam
CSam

¼ IðliÞSamþStd

CSam þ CStd
(4)

IðliÞSam ¼ IðliÞSamþStd
�

CSam

CSam þ CStd

�
(5)

By plotting I(li)
Sam (from solution 2) on the y-axis vs. I(li)SamþStd

(from Solution 1) on the x-axis, with instrument responses recor-
ded at several different wavelengths (l1, l2, l3, …, ln), the slope of
that plot's linear regression will be:

Slope ¼
�

CSam

CSam þ CStd

�
(6)

Because CStd is known, the analyte concentration in the sample
can then be easily determined by rearranging Eq. (6):

CSam ¼ Slope CStd

ð1� SlopeÞ (7)

To demonstrate its viability and potential for broad application,
MEC was used with three different atomic spectrometric tech-
niques (MIP OES, ICP OES and HR-CS FAAS). Six analytes were
determined in complex-matrix samples (i.e. green tea, cola soft
drink, cough medicine, hard liquor, beer, apple juice, soy sauce,
ethanol fuel, vinegar, red wine, and creek water) to evaluate the
method's robustness. MEC results were compared with values ob-
tained using the traditional EC, IS and SA methods, and additional
validation was carried out by analyzing certified reference mate-
rials and spiked samples.
2. Experimental

2.1. Instrumentation

A MIP OES (4200 MP-AES, Agilent Technologies, Santa Clara, CA,
USA), an ICP OES (iCAP 6000 series, Thermo Scientific, Waltham,



Table 1
Operating conditions used in MIP OES, ICP OES and HR-CS FAAS determinations.

Instrument Instrumental parameter Operating condition

MIP OES Microwave applied power (kW) 1.0
Nebulizer gas flow rates (L min�1) 0.90 (Cr), 0.70 (Cu, Ni)
Peristaltic pump speed (rpm) 15
Integration time (s) 3
Plasma observation position 0 (all analytes)
Nebulizer Inert OneNeb
Spray chamber Cyclonic, double pass

ICP OES RF applied power (kW) 1.15
Coolant gas flow rate (L min�1) 12.0
Auxiliary gas flow rate (L min�1) 0.5
Nebulizer gas flow rate (L min�1) 0.70
Peristaltic pump speed (rpm) 50
Integration time (s) 15
Viewing positioning Axial
Nebulizer Concentric
Spray chamber Cyclonic, single pass

HR-CS FAAS Acetylene gas flow rates (L h�1) 50.0 (Co), 60.0 (Fe), 55.0 (Ni)
Burner height (mm) 6.0
Sample aspiration rate (mL min�1) 5.0
Wavelength integrated absorbance (number of pixels) 3
Flame type Air/acetylene
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MA, USA), and a HR-CS FAAS (ContrAA 300, Analytik Jena, Jena,
Germany) were used to evaluate the applicability of the MEC
method. Details on each instrument's operating conditions are
shown in Table 1.

2.2. Standard reference solutions, samples and sample preparation

Distilled-deionized water (18 MU cm, Milli-Q®, Millipore, Bed-
ford, MA, USA) and trace metal grade nitric acid (Fisher, Pittsburgh,
PA, USA) were used to prepare all working solutions. For the sam-
ples evaluated in this study, no sample preparation other than
simple dilution in 1% v v�1 HNO3 was required. Single-element
stock solutions containing 1000 mg L�1 of Co, Cr, Cu, Fe, Mn or Ni
(SPEX CertPrep, Metuchen, NJ, USA) were used to prepare standard
reference solutions and to carry out addition and recovery
experiments.

2.2.1. MIP OES
All samples were diluted 4-fold in 1% v v�1 HNO3 before anal-

ysis, except for tapwater (no dilution), and coughmedicine (13-fold
dilution). Chromium (at 302.1559, 357.8704, 359.3502, 360.5345,
425.4352, 427.4812, 428.9731, 520.4498, 520.8409 and
540.9783 nm), Cu (at 216.5093, 217.8944, 324.754, 327.3957,
510.5541, 521.8202 and 578.2132 nm), and Ni (at 232.003, 300.249,
305.082, 341.476, 343.356, 345.847, 349.296, 352.454 and
361.939 nm) were determined in creek water, green tea, cola soft
drink, tap water and cough medicine using MEC. Solution 1 was
prepared by mixing 2.5 mL of 1.0 mg L�1 Cr, Cu and Ni in 1% v v�1

HNO3 with 2.5 mL of sample. Solution 2 was prepared by mixing
2.5 mL of sample and 2.5 mL of 1% v v�1 HNO3. For comparison, Cr,
Cu and Ni were also determined (at 425.433, 324.754, and
341.476 nm, respectively) in spiked samples of cough medicine by
EC, IS and SA. Yttrium (371.029 nm) was used as internal standard.
Further validation was carried out by addition and recovery ex-
periments with all samples, and by determining these same ana-
lytes in certified reference samples, i.e. WPS1-100 (Water Pollution
Standard 1, VHG Labs, Manchester, NH, USA), P/N-4400-EP8-100
(Primary Drinking Water Metals, CPI International, Santa Rosa, CA),
and DWSS (Drinking Water Secondary Standard, High-Purity
Standards, Charleston, SC, USA). The certified reference samples
were adequately diluted so analytes would reach a concentration of
0.5 mg L�1.
2.2.2. ICP OES
All samples were diluted 5-fold in 1% v v�1 HNO3 before anal-

ysis. Chromium (at 205.560, 206.550, 266.602, 267.716, 276.654,
283.563, 284.325, 298.919, 318.070, 357.869, 359.349, 360.533, and
425.435 nm), Cu (at 204.379, 211.209, 213.598, 214.987, 217.894,
219.958, 221.810, 224.700, 324.754, and 327.396 nm), and Mn (at
191.510, 257.610, 259.373, 260.569, 279.482, 293.930, 294.920,
348.291, 403.076, and 403.307 nm) were determined in cola soft
drink, cachaça (Brazilian hard liquor, ca. 40% v v�1 ethanol), apple
juice, beer, and soy sauce by MEC. Solution 1 was prepared by
mixing 12.5 mL of 1.0 mg L�1 Cr, Cu and Mn in 1% v v�1 HNO3 with
12.5 mL of sample. Solution 2 was prepared by mixing 12.5 mL of
sample and 12.5 mL of 1% v v�1 HNO3. For comparison, Cr, Cu and
Mn were also determined (at 357.869, 327.396 and 257.610 nm,
respectively) in all samples by EC, IS and SA. Yttrium (371.0287 nm)
was used as internal standard.

2.2.3. HR-CS FAAS
All samples were diluted 5-fold in 1% v v�1 HNO3 before anal-

ysis. Cobalt (at 217.4600, 230.9010, 240.7254, 241.1620, 241.4460,
241.5290, 242.4930, 243.5823, 243.6660, 243.9040, 252.1363,
252.8970, 253.5960, 304.4000, and 345.3510 nm), Fe (at 216.6770,
247.2900, 247.9780, 248.3270, 248.8143, 249.0640, 249.1160,
252.2850, 252.7435, 271.9030, 296.6900, 302.0639, and
302.1073 nm), and Ni (at 231.0960, 231.2340, 231.3660, 231.7170,
232.0030, 232.5800, 234.5540, 300.2490, 305.0816, 310.1560,
341.4770, and 352.4536 nm) were determined in ethanol fuel,
vinegar, and red wine by MEC. Solution 1 was prepared by mixing
25.0 mL of 1.0 mg L�1 Co, Fe and Ni in 1% v v�1 HNO3 with 25.0 mL
of sample. Solution 2 was prepared by mixing 25.0 mL of sample
and 25.0 mL of 1% v v�1 HNO3. For comparison, Co, Fe and Ni were
also determined (at 240.7254, 248.3270, 232.0030 nm, respec-
tively) in all samples by EC, IS and SA. Rhodium (343.4890 nm) was
used as internal standard.

3. Results and discussion

3.1. MEC strategy

Figs. 1 and 2 show typical MEC plots, which are based on Eq. (5).
In Fig. 1, ten Cr emission lines between 302.1559 and 540.9783 nm
were monitored by MIP OES, and the analyte concentration in a



Fig. 1. Multi-energy calibration plot used to determine Cr in Water Pollution Standard 1 (WPS1-100, VHG Labs) by MIP OES.

Fig. 2. Multi-energy calibration plot used to determine Fe in red wine by HR-CS FAAS.
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certified reference sample of water (WPS1-100) was accurately
determined using Eq. (7). Fig. 2 shows a MEC plot built from thir-
teen Fe absorption lines in the 216.6770e302.1073 nm range. In this
case, Fe was accurately determined in red wine by HR-CS FAAS.

The theoretical basis of the MEC method is demonstrated by
calculations involving signal intensities determined from funda-
mental constants (see Supplementary Material). In the present
study, we have chosen as many analytical wavelengths as possible
considering both the number of sufficiently sensitive lines available
per analyte, and the expected improvement in accuracy and pre-
cision as more calibration points (i.e. analytical lines) are used
[18,23]. In addition to its matrix-matching capabilities, one of the
main advantages of using MEC is the possibility of readily identi-
fying potential interferences on specific analytical lines. Matrix
effects, or more likely in this case spectral interference, can dis-
proportionally affect the analytical signal at a certain wavelength
for solution 1 (sampleþ standard) and solution 2 (sampleþ blank).
InMEC, the calibration point specific to that wavelengthwill appear
outside the calibration curve linear range, and could easily be dis-
carded. Such simple and direct way of identifying spectral in-
terferences is not possible with single-wavelength calibration
methods. By applying the traditional EC, for example, one could
identify the problem only after (i) running a reference sample and a
multi-solution calibration curve, (ii) monitoring the analytical
signal at different wavelengths, and (iii) comparing the results with
expected values.

On the other hand, MEC is more prone to systematic errors
associated with solution preparation. Inaccurate results will be
obtained if the reference standard added to solution 1 has the
wrong concentration. In a traditional one-wavelength, multi-solu-
tion calibration method, such systematic error would be easily
identified as an outlier point in the calibration curve linear range.
Another potential limitation of the MEC method is that it can only
work for analytes presenting multiple analytical lines. However,
considering modern instrumental techniques capable of simulta-
neous or fast sequential multi-wavelength determinations, this
may be a minor limitation, especially for elements such as the
transition metals [18e21]. It is also important to note that, similar
to the SA method, additive interferences such as background
correction errors will not be adequately corrected in MEC.

With the traditional calibration methods, one can determine if
and how much an unknown sample needs to be diluted only after
comparing its analytical signal with that recorded for a reference
solution. The 50:50 ratio adopted in this study (i.e. both calibration
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solutions contain 50% v v�1 of sample) may be the most straight-
forward approach for MEC because it assumes neither a too high
nor a too low analyte concentration. Typical total dissolved solids
content and its effect on instrumental method performance can
also be used as a criterion for deciding the dilution factor.

Another important parameter, which is also closely related to
the sample dilution factor, is the concentration of the standard
added to solution 1. Preliminary experiments (not shown) indicate
that the best results are achieved when the solution 1/solution 2
analytical signal ratio at any given wavelength is � 1.2. Therefore,
the best strategy to analyze an unknown sample by MEC using the
analytical techniques described in this study is to employ an
intermediary standard concentration (e.g. 1.0 mg L�1) and monitor
as many analytical lines as possible, but only use those for which
the analytical signal from solution 1 is at least 20% higher than that
recorded for solution 2.

3.2. Limits of detection, accuracy and precision

The limits of detection (LOD) for determinations using MEC
were calculated according to IUPAC's recommendations as 3 times
the blank equivalent concentration (CB): LOD ¼ 3CB. A 1% v v�1

HNO3 solution (i.e. blank) was used as sample, and CB was calcu-
lated using MEC (n¼ 10). For MIP OES, the LODs for Cr (10 emission
lines), Cu (7 emission lines) and Ni (9 emission lines) were 1, 2 and
30 mg L�1, respectively. For ICP OES, the LODs for Cr (13 emission
lines), Cu (10 emission lines) andMn (10 emission lines) were 1, 0.7
and 0.8 mg L�1, respectively. For HR-CS FAAS, the calculated values
were 8, 30 and 9 mg L�1 for Co (15 absorption lines), Fe (14 ab-
sorption lines) and Ni (12 absorption lines), respectively. These
values are comparable with typical LODs reported for each of the
instruments used [24e26].

The accuracy of the MEC method was evaluated by analyzing
certified reference samples and by addition/recovery tests.
Adequate recoveries were obtained for all analytes, although
Table 2
Determination of Cr, Cu and Ni in certified reference samples by MIP OES and MEC.
Results are the mean ± 1 standard deviation (n¼ 3). The reference concentration for
all analytes and samples is 100 mg L�1.

Sample Analyte Found (mg L�1)

WPS1-100a Cr 98.1 ± 0.4
Cu 91.6 ± 1.1
Ni 87.9 ± 0.9

P/N-4400-EP8-100b Cr 101.8 ± 0.1
DWSSc Cu 92.2 ± 0.2

a Water Pollution Standard 1 (VHG Labs, Manchester, NH).
b Primary Drinking Water Metals (CPI International, Santa Rosa, CA).
c Drinking Water Secondary Standard (High-Purity Standards, Charleston, SC).

Table 3
Addition and recovery experiments comparing MEC, SA, IS and EC. Results are presented
subtracting the concentration originally found in the sample) obtained for cough medicin
0.500 mg L�1.

Method Analyte Found (mg L�1)

MEC

MIP OES Cr 0.533 ± 0.003
Cu 0.517 ± 0.002
Ni 0.472 ± 0.005

ICP OES Cr 0.505 ± 0.002
Cu 0.520 ± 0.002
Mn 0.519 ± 0.003

HR-CS FAAS Co 0.529 ± 0.009
Fe 0.487 ± 0.004
Ni 0.527 ± 0.005
slightly low for Ni determination in WPS1-100 (Table 2). Table 3
shows the results for the addition/recovery tests. As it can be
seen, MEC is comparable with EC, IS and SA, presenting recoveries
between 94.4% (Ni by MIP OES) and 106.6% (Cr by MIP OES).
Additional experiments were carried out with creek water, green
tea, cola soft drink, tap water, cachaça, beer, soy sauce, ethanol fuel,
and red wine. MEC recoveries for a 0.500 mg L�1 spike were all
between 90.8% (Cr in tap water by MIP OES) and 108.4% (Fe in red
wine by HR-CS FAAS). For these same samples, EC, IS and SA re-
coveries were in the 35.9e113%, 51.8e116.5%, and 73.2e119.7%
ranges, respectively. As expected, the matrix-matching capabilities
of MEC and SA can minimize matrix effects, which leads to gener-
ally more accurate results when compared with EC and IS.

Because MEC is a matrix-matching strategy with characteristics
similar to SA, less precise results should be expected when
compared with EC. Additional experiments are needed to evaluate
MEC's precision in more detail. However, considering the standard
deviation values shown in Table 3, one may conclude that MEC's
precision is at least comparable with EC. As discussed before, these
adequate precisions may stem from using several calibration points
(i.e. analytical lines) with the MEC method [18,23].

3.3. Application to complex-matrix samples

The robustness of the MEC method was evaluated by analyzing
complex-matrix samples. For creek water, green tea, cola soft drink,
and tap water analyzed by MIP OES, Cu concentrations were
0.240 ± 0.004, 0.407 ± 0.003, 0.345 ± 0.002, and
0.180 ± 0.002 mg L�1, respectively. Chromium and Ni values in
these samples were all lower than the respective LODs. Cola soft
drink, cachaça, beer, apple juice and soy saucewere analyzed by ICP
OES. The results for Cr were between 0.074 ± 0.004 mg L�1 (beer)
and 0.098 ± 0.006 mg L�1 (soy sauce). Values between
0.028 ± 0.001 mg L�1 (cola soft drink) and 0.202 ± 0.008 mg L�1

(cachaça) were found for Cu. Manganese concentrations in cola soft
drink and cachaça were below the LOD. For beer, apple juice and
soy sauce, the values found were 0.052 ± 0.004, 0.098 ± 0.006, and
0.102 ± 0.006 mg L�1, respectively. HR-CS FAAS results were as
follows: Co < LOD in all samples; Fe ¼ 0.520 ± 0.040 mg L�1 in red
wine, and < LOD in ethanol fuel; Ni ¼ 0.045 ± 0.001 mg L�1 in
ethanol fuel, and < LOD in red wine.

4. Conclusions

MEC is a simple and efficient alternative to the traditional cali-
bration methods. Due to its matrix-matching capabilities, accurate
and precise results are obtained using only two calibration solu-
tions, which also contributes to superior sample throughput when
compared with SA (the SA method usually requires more than two
as mean ± 1 standard deviation in mg L�1 (n ¼ 3). These are the net values (after
e (MIP OES), apple juice (ICP OES) and vinegar (HR-CS FAAS). Concentration added:

SA IS EC

0.513 ± 0.003 0.498 ± 0.002 0.478 ± 0.001
0.540 ± 0.020 0.510 ± 0.010 0.490 ± 0.010
0.529 ± 0.008 0.499 ± 0.006 0.481 ± 0.003
0.477 ± 0.003 0.568 ± 0.001 0.472 ± 0.001
0.475 ± 0.003 0.538 ± 0.001 0.444 ± 0.001
0.462 ± 0.003 0.441 ± 0.001 0.383 ± 0.001
0.600 ± 0.007 0.489 ± 0.004 0.491 ± 0.004
0.589 ± 0.012 0.506 ± 0.017 0.508 ± 0.016
0.620 ± 0.005 0.535 ± 0.003 0.536 ± 0.003
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calibration solutions to better define a relationship between ana-
lyte concentration and instrument response). MEC's main limita-
tion is the requirement for at least three analytical lines per
element. Although not systematically evaluated in this proof-of-
concept study, more accurate and precise results are expected as
more analytical lines (i.e. calibration points) are used. On the other
hand, spectral interferences are more easily detected with this
method, as outlier calibration points are readily identified. This is
an advantage exclusive to MEC, which is not available in traditional
one-wavelength calibration methods.

As shown in the present study, MEC requires no instrument
modifications or special strategies for application in widely used
techniques such as atomic absorption and atomic emission spec-
trometry. Data processing is straightforward and may easily be
incorporated in the instrument-controlling software for automatic
calculation of analyte concentrations. Provided MEC's basic condi-
tions are met, it may also be used in other techniques, e.g. quanti-
tative analysis involving molecular spectroscopy.
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