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Omnidirectional vision systems that enable 360� imaging have been widely used in several research
areas, including close-range photogrammetry, which allows the accurate 3D measurement of objects.
To achieve accurate results in Photogrammetric applications, it is necessary to model and calibrate these
systems. The major contribution of this paper relates to the rigorous geometric modeling and calibration
of a catadioptric, omnidirectional vision system that is composed of a wide-angle lens camera and a conic
mirror. The indirect orientation of the omnidirectional images can also be estimated using this rigorous
mathematical model. When calibrating the system, which is composed of a wide-angle camera and a
conic mirror, misalignment of the conical mirror axis with respect to the camera’s optical axis is a critical
problem that must be considered in mathematical models. The interior calibration technique developed
in this paper encompasses the following steps: wide-angle camera calibration; conic mirror modeling;
and estimation of the transformation parameters between the camera and conic mirror reference
systems. The main advantage of the developed technique is that it does not require accurate physical
alignment between the camera and conic mirror axis. The exterior orientation is based on the properties
of the conic mirror reflection. Experiments were conducted with images collected from a calibration field,
and the results verified that the catadioptric omnidirectional system allows for the generation of ground
coordinates with high geometric quality, provided that rigorous photogrammetric processes are applied.
� 2015 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier

B.V. All rights reserved.
1. Introduction

Omnidirectional vision systems have been widely used in sev-
eral research fields, including robot navigation, telepresence,
close-range photogrammetry and virtual reality (Kang and
Szeliski, 1997; Yagi, 1999; Spacek, 2005; Sturm et al., 2011).
Omnidirectional images can be acquired using a fisheye lens; mov-
ing cameras or optical elements; catadioptric systems (Baker and
Nayar, 1999); and multiple cameras with divergent view (Sturm
et al., 2011). The all-reflective system, which camera objective is
based on mirrors, also enable the imagery acquisition with wide
field of view (Richter et al., 2013).

Catadioptric systems present the advantage of generating omni-
directional images by using a single camera in combination with a
mirror; this arrangement eliminates the problems of camera syn-
chronization and image stitching. Several types of mirrors are used
for this purpose, including curved cross-sections (elliptic, hyper-
bolic and parabolic) mirrors; planar mirrors arranged in a pyramid;
and conic mirrors. However, catadioptric systems have also been
developed by combining several cameras and a pyramid of mirrors
(Nalwa, 1996; Tan et al., 2004).

The main advantage of combining a perspective camera with a
hyperbolic mirror and combining an orthogonal camera with a
parabolic mirror is that the single viewpoint property is fulfilled.
Catadioptric systems achieving this property are called central
catadioptric systems (Baker and Nayar, 1999).

Several techniques for calibrating central catadioptric systems
have been developed (Barreto and Araújo, 2002; Scaramuzza
et al., 2006; Mei and Rives, 2007; Luber and Reulke, 2010; Puig
et al., 2011; Puig et al., 2012). Some of these techniques can also
be applied to the calibration of cameras with fisheye lenses.
Schöenbein et al. (2014) developed an efficient and accurate
technique to use quasi-central catadioptric systems, in which the
calibration is conducted with a non-central camera model
(Agrawal et al., 2011). Agrawal et al. (2011) proposed a generalized
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Fig. 1. Omnidirectional vision system composed of a wide-angle camera and a
conic mirror. The system also has a double frequency SPAN-CPT/Novatel GNSS
(Global Navigation Satellite System) receiver and an IMU (Inertial Measurement
Unit) for direct image georeferencing.
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calibration model based on polynomials for non-central catadiop-
tric systems, which uses quadratic mirrors.

In general, catadioptric systems with conic mirrors do not sat-
isfy the single viewpoint property and thus cannot be classified
as central systems. However, Spacek (2005) presented some
advantages of using an omnidirectional catadioptric system that
is composed of a camera and a conic mirror over other catadioptric
systems. The conic mirror combines the benefits of the planar mir-
rors without radial distortion and radial loss of resolution and the
advantages of the rotationally symmetric catadioptric sensor,
requiring short exposure and providing isotropic imaging. The
manufacturing cost is also an advantage of this mirror.

Catadioptric systems with conic mirrors present multiple view-
points when the nodal point of the camera lens is farther from the
cone apex. The locus of the effective viewpoint is a circle with
radius d�cos(2s), where d is the distance from the camera perspec-
tive center (PC) to the conic mirror apex and 2s is the angle in the
apex of the conic mirror (Baker and Nayar, 1999). The geometry of
this catadioptric system is presented in Section 2.3.

To have a single viewpoint, Lin and Bajcsy (2001) developed a
catadioptric system in which the conic mirror apex coincides with
the camera PC by cutting off the cone upper part, at the cost, how-
ever, of reducing the amount of incoming light and the imaging
area. Another alternative is to build a conic mirror with an opening
angle of 90� (Spacek, 2003).

In general, the mathematical models for this type of system
consider the camera optical axis to be rigorously aligned with
the conic mirror axis (Yagi et al., 1994; Joung and Cho, 1998; Lin
and Bajcsy, 2001; Spacek, 2003; Burbridge and Spacek, 2006;
López-Nicolás and Sagues, 2010). However, this perfect alignment
is unfeasible to achieve in practice, which introduces an additional
source of error.

Burbridge et al. (2008) developed mathematical models in
which the alignment between the conic mirror and camera axis
is not necessary. The authors validated mathematical models that
project from the object space to the image space and vice versa
by using simulated data that were generated using the POVRay
software. To the best of the authors’ knowledge, calibration meth-
ods for a catadioptric system composed of a camera and a conic
mirror were not applied in the aforementioned paper.

Cauchois et al. (1999) developed a calibration method for the
SYCLOP (Conic SYstem for LOcalization and Perception). The devel-
oped mathematical model considers the conic mirror apex, the
camera perspective center, the point in the object space and the
normal to the cone in the reflection point to all be in the same
plane, which is a simplification of the reflection in the conic mirror
surface, as Burbridge et al. (2008) pointed out.

The aim of this work is to present a novel technique for the cal-
ibration of a catadioptric omnidirectional vision system that is
composed of a wide-angle lens camera and a conic mirror for
mobile applications. The main advantage is that the misalignment
between the camera optical axis and conical mirror axis is mod-
eled. In Section 2, the methods applied to achieve the main goal
of this work and the results are presented and discussed. In
Section 3, the exterior orientation procedure and results are pre-
sented. Finally, Section 4 presents the conclusions derived from
the Sections 2 and 3.
2. Omnidirectional vision system calibration

The following sections present a description of the omnidirec-
tional system calibration (Fig. 1) and its technical steps: camera
calibration (Section 2.1); conic mirror modeling (Section 2.2);
and estimating the transformation parameters between the cam-
era and the conic mirror reference systems (Section 2.3).
2.1. Wide-angle lens camera calibration

A wide-angle lens was introduced in the proposed catadioptric
system to increase both the coverage angle and the depth of field in
a compact system with the camera positioned near (4 cm) to the
mirror apex, enabling the acquisition of wider field of view when
compared to a normal lens camera located at the same distance
from the mirror.

In the experiments used to validate the proposed techniques, a
Fuji Finepix S3 pro camera with a Bower–Samyang 8 mm lens was
used. The Bower–Samyang lens that was used in this work is nei-
ther a fisheye lens nor a perspective lens. Charles (2009) classified
this lens as quasi-stereographic because it is based on stereo-
graphic fisheye lens projection. In general, the perspective camera
is calibrated using the collinearity mathematical model, which is
based on perspective projection using points as features. Hughes
et al. (2010) described the geometric properties of the models for
a fisheye lens.

Abraham and Förstner (2005) and Schneider et al. (2009) pre-
sented mathematical models for calibrating a fisheye lens camera
based on stereo-graphic, equi-distant, orthogonal and equi-solid-
angle projections. Schneider et al. (2009) combined these models
with symmetric radial, decentering and affinity distortion models.

The calibration of the Fuji Finepix S3 pro camera with the quasi-
fisheye Bower–Samyang 8 mm lens was performed using stereo-
graphic projection models (Eq. (1)). Tommaselli et al. (2014) and
Marcato Junior et al. (2015) showed that the results obtained using
the stereo-graphic, equi-distant, equi-solid-angle and orthogonal
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models are similar for this lens, and these models presented more
accurate results in comparison to the perspective model, provided
that these models were combined with the lens distortion models.
In the current paper, only the stereo-graphic fisheye model was
considered (Eq. (1)) because this is the model on which the
Bower–Samyang lens is based.

x0 ¼ x0 þ Dxþ 2c � XCffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2

C þ Y2
C þ Z2

C

q
þ ZC

y0 ¼ y0 þ Dyþ 2c � YCffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2

C þ Y2
C þ Z2

C

q
þ ZC

ð1Þ

where Xc, Yc and Zc are the 3D object point coordinates transformed
to the camera reference system; Dx and Dy represent the system-
atic errors in the image coordinates – radial symmetric (K1, K2

and K3) and decentering distortions (P1 and P2) (Conrady, 1919;
Brown, 1971) and affinity (A, B) (Habib and Morgan, 2003;
El-Hakim, 1986); c is the camera principal distance; x0 and y0 are
the coordinates of the principal point; and x0 and y0 are the coordi-
nates in the central image reference system parallel to the camera
system with its origin at the image center.

The calibration of the Fuji Finepix S3 pro camera with the quasi-
fisheye Bower–Samyang 8 mm lens was performed using the TMS
(Triangulation with Multiple Sensors) software (Marcato Junior
and Tommaselli, 2013), whose estimation process is based on the
unified approach to least squares adjustment (Mikhail and
Ackerman, 1976, p. 343). Twelve images from a 3D field calibration
were used in the camera calibration. Tommaselli et al. (2014) and
Silva et al. (2014) described the field calibration with ArUco coded
targets (Garrido-Jurado et al., 2014) and the technique used for the
automatic location of these coded targets in the images. Table 1
presents the estimated IOPs and their standard deviations.

The RMSE in x0 and y0 image coordinates were 0.58 and 0.62 pix-
els, respectively, for the stereo-graphic model. More details about
the camera calibration, including the images residuals distribution,
are presented in the work of Marcato Junior et al. (2015). It is
important to mention that a reduction on the correlation between
the interior and exterior orientation parameters occurs when con-
sidering the wide-angle lens, which is mainly due to the high scale
variations caused by the wide field of view.

2.2. Conic mirror modeling

The conic mirror parameters can be estimated by using Eq. (2)
with the least squares method from a suitable set of well-
distributed sample points over the conic surface.

RZ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
X þ R2

Y

q
� h
r
¼ RZ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
X þ R2

Y

q
� 1
D
¼ 0; ð2Þ

where h and r are, respectively, the conic mirror height and radius
and RX, RY and RZ are the 3D coordinates in the conic mirror refer-
ence system for the points that belong to the mirror surface. Some
Table 1
Estimated interior orientation parameters and their standard deviations for the
stereo-graphic camera model (Marcato Junior et al., 2015).

Estimated IOPs Estimated standard deviation

c (mm) 8.4623 0.0011
x0 (mm) �0.2545 0.0011
y0 (mm) �0.3895 0.0010
K1 (mm�2) �7.61 � 10�4 5.32 � 10�6

K2 (mm�4) 3.72 � 10�7 8.49 � 10�8

K3 (mm�6) 3.25 � 10�9 4.16 � 10�10

P1 (mm�1) �2.42 � 10�5 1.67 � 10�6

P2 (mm�1) 9.67 � 10�6 2.66 � 10�6

A �1.48 � 10�4 2.45 � 10�5

B �8.25 � 10�5 4.35 � 10�5
artificial points were painted over the conic mirror surface, and
their coordinates were estimated through the bundle block adjust-
ment of ten images from the mirror, which were acquired by a
Nikon D3200 (24 Mpixels) digital camera with a Nikkor 30 mm lens.
An example of an image used in this process is shown in Fig. 2. The
mirror surface was positioned above a 2D flat calibration panel with
ArUco coded targets, as presented in Fig. 2.

Nikon D3200 was calibrated previously by using the perspective
model. In the bundle block adjustment with the TMS software, the
coordinates of the painted marks over the mirror surface were esti-
mated in the calibration panel reference system. However, the coor-
dinates in Eq. (2) should be referenced to the conic mirror system.
This system has its origin at the conic mirror apex, and the Xcone

and Ycone axes are parallel to the mirror base plane, as depicted in
Fig. 2. The Zcone axis is defined considering a right-handed coordinate
system. To relate the conic mirror to the panel reference system, a
3D rigid body transformation was used, as presented in Eq. (3).

Xcone

Ycone

Zcone

0
B@

1
CA ¼

RX

RY

RZ

0
B@

1
CA ¼ RCone

Panel

XP � XC

YP � YC

ZP � ZC

0
B@

1
CA ð3Þ

The mathematical model used in the conic mirror surface fitting
is attained by substituting Eq. (3) for Eq. (2). Six parameters were
considered, including five parameters of the 3D rigid body trans-
formation and the D parameter, which is r/h. RCone

Panel is the rotation
matrix that relates the panel and the conic mirror reference sys-
tems. The angle kappa (j), rotation about Zcone axis, is constrained
to zero to arbitrarily define the direction of the Xcone and Ycone axes.
XC, YC and ZC represent the conic mirror apex coordinates in the cal-
ibration panel reference system. XP, YP and ZP are the coordinates of
a point in the calibration panel reference system; Xcone Ycone and
Zcone are the coordinates of the same point in the conic mirror ref-
erence system. The parameters for the conic mirror modeling were
estimated using the unified approach to least squares adjustment
(Mikhail and Ackerman, 1976, p. 343), which was implemented
in the Matlab software.

The coordinates of 25 points on the mirror surface, as estimated
in the bundle adjustment, were used as observations in the conic
mirror fitting, with a standard deviation of 0.1 mm for each compo-
nent. This value was assumed based on the results achieved in the
bundle block adjustment with ten images acquired using a Nikon
D3200 digital camera. Table 2 presents the estimated parameters
and their standard deviations.The chi-square test was applied, with
a null hypothesis H0 : r̂2

0 ¼ r2
0 and the alternative hypothesis

H1 : r̂2
0 > r2

0. The null hypothesis was accepted with a significance
level of 5%. This result indicates that the residuals in the 25 coor-
dinate points are consistent with the assumed standard deviation
of 0.1 mm. Fig. 3 shows graphically the residuals’ distribution,
and it is evident that the residuals present a random behavior
and are higher in the Z component but do not exceed 0.15 mm.

In the bundle adjustment with ten images, the coordinates of 21
points on the mirror base plane (Fig. 2b) in the calibration panel
reference system were also estimated. These coordinates were
transformed to the conic mirror reference system using the param-
eters of the rigid body transformation presented in Table 2. The
coordinates of these points on the mirror base plane and those ref-
erenced to the conic mirror coordinate system are crucial for esti-
mating the transformation parameters between the conic mirror
and camera reference systems (Section 2.3).

2.3. Estimation of the transformation parameters between camera and
conic mirror reference systems

The current process is necessary because of the misalignment of
the conic mirror axes in relation to the camera optical axes. Fig. 4



Fig. 2. Conic mirror modeling: (a) Cross-shaped marks painted over the conic surface used in the conic mirror modeling; (b) square targets around the cone base that were
used to estimate the parameters between the camera and conic mirror reference systems; (c) ARUCO coded targets over a calibration flat panel can be observed in the
background.

Table 2
Parameters and standard deviation estimated in steps of conic mirror modeling.

xC (�) /C (�) XC (m) YC (m) ZC (m) D

0.39960 0.06920 0.5844 0.4162 0.1434 2.6186
(0.06760) (0.06404) (0.0003) (0.0003) (0.0001) (0.0065)

Redundancy: 19.
apriori variance factor (r0): 1.0.

aposteriori variance factor (r0
_
): 1.04.
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depicts the acquisition geometry for the developed omnidirec-
tional vision system and emphasizes the three reference systems:
camera, conic mirror and object space.

The coordinates of the 21 points on the mirror base plane that
were transferred to the conic mirror system were used in the
current step. An image collected with the omnidirectional vision
system (Fig. 5) was used. The image coordinates of the 21 points
on the mirror base were manually measured using the MID soft-
ware (Tommaselli and Reiss, 2005). A standard deviation of 1 pixel
was considered for the image observations because of the manual
measurement.

The parameters (three orientation angles and three offsets)
were estimated using the TMS software via a space resection with
the stereo-graphic model. The points on the mirror base were con-
sidered control points, with a standard deviation of 0.1 mm for all
coordinate components. Table 3 presents the estimated
parameters.
The analysis of Table 3 shows that the aposteriori variance factor
is smaller than the apriori variance factor. This result indicates that
the observation residuals are smaller than the assumed standard
deviations: 1 pixel to the image observations and 0.1 mm to the
3D coordinates in the conic mirror system.

The three steps of the system calibration (Sections 2.1, 2.2 and
2.3) were performed in sequential steps to cope with correlations
between parameters.

3. Exterior omnidirectional image orientation

The first step to determine the exterior orientation is to esti-
mate the reflection point coordinates in the conic mirror surface
of the GCPs. These coordinates can be estimated using the inverse
collinearity equations (Eq. (4)), with some minor adaptations that
are detailed below.

RX ¼ XPC þ ðRZ � ZPCÞ �
r11 � ðx0pÞ þ r21 � ðy0pÞ � r31 � ðcÞ
r13 � ðx0pÞ þ r23 � ðy0pÞ � r33 � ðcÞ

RY ¼ YPC þ ðRZ � ZPCÞ �
r12 � ðxpÞ þ r22 � ðy0pÞ � r32 � ðcÞ
r13 � ðx0pÞ þ r23 � ðy0pÞ � r33 � ðcÞ

ð4Þ

where RX, RY and RZ are the reflection point coordinates; XPC, YPC and
ZPC are the coordinates of the camera perspective center in the conic
mirror reference system; ri;j (1 6 i, j 6 3) are the rotation matrix

RCam
Cone elements; x0p and y0p are the point image coordinates



Fig. 3. Residual distribution after cone fitting: (a) side view; (b) perspective view.

Fig. 4. Reference systems considered in the calibration of the developed omnidirectional vision system.
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considering the perspective projection; and c is the camera princi-
pal distance. In Eq. (4), there are three unknowns (RX, RY and RZ)
and two equations. To estimate the coordinates of the reflection
point, the conic mirror equation (Eq. (2)) is also considered. The
coordinate RZ is calculated for each RX and RY by using Eq. (2) with
the estimated parameters.

To estimate the reflection point coordinates, photogrammetric
monoplotting is used (Makarovik, 1973). In this iterative tech-
nique, an initial value for RZ is first assumed and is usually an aver-
age value (�0.020, which is half of the conic mirror height);
subsequently, the RX

(1) and RY
(1) coordinates are calculated using

Eq. (4). Then, the RZ
(1) coordinate is calculated again by using the

RX
(1) and RY

(1) values with Eq. (2). It is an iterative process, and
the convergence criterion adopted was |RZ

(i) � RZ
(i�1)| < 0.1 lm.

Eq. (4) was developed for the perspective projection; however,
the stereo-graphic projection was used in the camera calibration,



Fig. 5. Points (highlighted with yellow dots) on themirror base used to estimate the
parameters between the conic mirror and photogrammetry reference systems. The
calibrationfieldwith coded targets is also shown. (For interpretationof the references
to color in this figure legend, the reader is referred to the web version of this article.)

Table 3
Parameters and standard deviation relating the conic mirror and camera reference
systems estimated with the TMS software through a space resection with the stereo-
graphic model.

xPhoto
Cone (�) /Photo

Cone (�) jPhoto
Cone (�) XPC (m) YPC (m) ZPC (m)

0.71758 180.90440 184.53864 �0.0017 0.0023 0.0335
(0.02158) (0.01958) (0.010539) (0.0001) (0.0001) (0.0001)

apriori variance factor (r0): 1.0.

aposteriori variance factor (r0
_
): 0.74.

Fig. 6. Transformation applied to the image coordinates to use the inverse
collinearity equations for the stereo-graphic fisheye projection.
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and a correction is thus required. The image coordinates of the
camera (x0, y0) are transformed to the perspective projection coor-
dinates (x0p, y0p) by using the following steps:

(a) compute and apply corrections (Dx, Dy) for the measured
image coordinates (x0, y0) (symmetric radial, decentering
and affinity);

(b) compute the radial distance r0:
r0 ¼ ððx0 � x0 � DxÞ2 þ ðy0 � y0 � DyÞ2Þ1=2 ð5Þ
compute a angle between the incoming ray and the zphoto
(c)
axis considering the stereo-graphic projection model
(Schneider et al., 2009):
a ¼ 2 � arctgðr0=2cÞ ð6Þ
compute the radial distance corresponding to the perspec-
(d)
tive projection (r0p) and h angle:
r0p ¼ c � tgðaÞ ð7Þ
h ¼ arctgððy0 � y0 � DyÞ=ðx0 � x0 � DxÞÞ ð8Þ
finally, compute the x0p and y0p coordinates corresponding to
(e)
the perspective projection using r0p and h angle.

A restriction to this process occurs when the a angle approaches
90� because r0p vanishes to infinity. Because the camera is not full
frame, the maximum coverage angle does not reach 180�, and con-
sequently, this restriction does not occur in practice. Fig. 6 depicts
the elements involved in the aforementioned process. Then, the
coordinates of the reflection point are estimated by using the
monoplotting technique, described previously.

The parameters relating the conic mirror and object space refer-
ence systems can be estimated by using Eqs. (2), (10) and (12).
These equations describe the reflection of a ray in a conic mirror
(Burbridge et al., 2008):

(1) The reflection point coordinates must be on the conic mirror
surface (Eq. (2)).

(2) The angle (hi) between the normal to the conic mirror (~n) at
the reflection point (R) and the vector from the object point
(P) to the reflection point must be equal to the angle (hr)
between the normal and the vector from the camera PC (C)
to the reflection point:
C � R
kC � Rk :~n� P � R

kP � Rk :~n ¼ 0 ð9Þ

The development of Eq. (9) generates the second equation
used in the estimation of the exterior orientation parameters.

ððXPC �RXÞRZRX þðYPC �RY ÞRYRZ þðZPC �RZÞð�R2
X �R2

YÞÞ
2

ðXPC �RXÞ2þðYPC �RY Þ2þðZPC �RZÞ2

�ððXcone�RXÞRZRX þðYcone�RYÞRYRZ þðZcone�RZÞð�R2
X �R2

YÞÞ
2

ðXcone�RXÞ2þðYcone�RY Þ2þðZcone�RZÞ2
¼0

ð10Þ
The normal to the conic mirror at the reflection point must
(3)
be in the same plane as the object point, the camera PC,
and the reflection point:
ððP � CÞ � ðP � RÞÞ �~n ¼ 0 ð11Þ

Finally, the development of Eq. (11) provide the third equation:
ððYcone � YPCÞðZcone � RZÞ � ðZcone � ZPCÞðYcone � RY ÞÞRZRX

þ ððZcone � ZPCÞðXcone � RXÞ � ðXcone � XPCÞðZcone � RZÞÞRZRY

þ ððXcone � XPCÞðYcone � RYÞ � ðYcone � YPCÞðXcone � RXÞÞ

� ð�R2
X � R2

YÞ ¼ 0 ð12Þ

The 3D point coordinates referenced to the conic mirror system

(Xcone, Ycone, Zcone) in Eqs. (10) and (12) are rewritten with the coor-
dinates of the same point in the object space (X, Y, Z) through a
rigid body transformation (Eq. (13)).



Fig. 7. Images acquired using the catadioptric omnidirectional system in the field calibration.
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Xcone

Ycone

Zcone

0
B@

1
CA ¼ RObj

Cone

� �T
X � XV

Y � YV

Z � ZV

0
B@

1
CA ð13Þ
where RObj
Cone is the rotation matrix corresponding to the conic mirror

with respect to the object space reference systems. XV, YV and ZV are
the coordinates of the origin of the conic mirror reference system
(conic mirror apex) in the object reference system. Inserting
Eq. (13) into Eqs. (10) and (12), the final equations are derived
and then linearized and used in the unified approach to the least
squares adjustment. A script was implemented in the Matlab
software to estimate the exterior orientation parameters by using
bundle block adjustment.

In the bundle block adjustment with the four images (Fig. 7),
347 GCPs were used, with a standard deviation of 3 mm, and 901
reflection points, with a standard deviation of 0.2 mm. The stan-
dard deviation for the reflection points were established through
Table 4
Parameters and standard deviation relating the conic mirror and object space reference sy

Im. xObj
Cone (�) /Obj

Cone (�) jObj
Cone (�)

1 178.69852 0.22962 258.74924
(0.00754) (0.00668) (0.01589)

2 179.26627 1.19849 184.13851
(0.00766) (0.00698) (0.01647)

3 179.86128 1.33497 141.94872
(0.00709) (0.00646) (0.01476)

4 180.23329 �0.50787 80.18984
(0.01346) (0.01167) (0.02338)

Iterations: 4
Redundancy: 2634
variance propagation with the equations used in monoplotting.
More details about the estimation of the GCPs coordinates are pre-
sented in Marcato Junior et al. (2015).

Table 4 presents the results achieved in the indirect orientation
process.

The analysis of Table 4 shows that the a posteriori variance
factor is approximately 1 and is thus equal to the apriori variance
factor. The application of a chi-square test shows that the null
hypothesis is accepted, with a significance level of 5%. In the bun-
dle block adjustment, 15 checkpoints (Fig. 8) were used for the
accuracy assessment. Table 5 presents the mean of discrepancies
and RMSE in the checkpoint coordinates.

The analysis of Table 5 demonstrates that themean of discrepan-
cies and RMSE are smaller for the Z coordinate. This is consistent
with the results presented in Table 4, where the estimated standard
deviation for Zv is smaller than the standard deviation for the Xv and
Yv parameters. The object reference system depicted in Fig. 9 justi-
fies this result. The ray intersection generates major uncertainties
stems estimated with proposed approach.

XV (m) YV (m) ZV (m)

458016.3326 7553601.2968 439.2728
(0.0018) (0.0017) (0.0004)

458016.3262 7553601.3396 439.2760
(0.0017) (0.0017) (0.0004)

458016.3009 7553601.3338 439.2721
(0.0015) (0.0014) (0.0004)

458016.3654 7553601.2635 440.4581
(0.0030) (0.0028) (0.0008)

r0 = 1
r̂0 = 1.02



Fig. 8. Spatial distribution of checkpoints.

Table 5
Mean of discrepancies and RMSE in the checkpoint coordinates.

dX (m) dY (m) dZ (m)

Mean 0.008 �0.007 0.001
RMSE 0.024 0.032 0.007
Maximum 0.045 0.072 0.012

Fig. 9. Object reference system and the geometry for the ray intersection regarding
the conic mirror.

Fig. 10. Residuals (multiplied by 20) distribution in the checkpoint coordinates.

Table 6
Discrepancies in the conic apex ZV coordinate.

Im. Estimated (m) Measured (m) Discrepancies (m)

1 439.2728 439.28 �0.0072
2 439.2760 439.28 �0.0040
3 439.2721 439.28 �0.0079
Mean �0.0063
RMSE 0.0080
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in the X and Y coordinates. To minimize these differences, images
should be acquired with a larger parallactic angle (/).

In the current experiment, only one image (Image 4) was
acquired 1.2 meters above the ground (Fig. 9 and Table 4).
Fig. 10 presents the residual distributions in the checkpoint
coordinates.

The residuals in Fig. 10 present a random behavior. The RMSE
for the X and Y coordinates is approximately 3 cm, and for the Z
coordinates, it is less than 1 cm. These results can be explained
by the mirror surface imperfections, the residuals resulting from
the interior calibration process and the image acquisition
geometry.
Images 1, 2 and 3 were acquired above a target (GCP), the Z
coordinate of which is known (438.753 m). Additionally, the verti-
cal distance between the target and the conic mirror apex
(52.7 cm ± 1 cm) was measured. Then, the approximated Z coordi-
nate of the conic mirror apex was determined to be 439.28 m for
the three images. Table 6 presents the discrepancies between the
estimated and measured values.

The RMSE presented in Table 6 is smaller than the precision
attained in the vertical distance between the target and the conic
mirror apex measurement (±1 cm). The results presented in Table 6
are consistent with the RMSE of the Z coordinates of the check-
points shown in Table 5.

The results reached in the experiments validated the technique
that was developed for calibrating a catadioptric omnidirectional
system that is composed of a wide-angle camera and a conic mir-
ror, which is a catadioptric that does not satisfy the single view-
point property.
4. Conclusion

The calibration techniques for a catadioptric omnidirectional
system were generally developed for central catadioptric systems,
which follow the single viewpoint property.

Spacek (2003) presented many advantages of omnidirectional
catadioptric systems that are composed of a camera and a conic
mirror over other omnidirectional systems. A catadioptric system
composed of a camera and a conic mirror does not follow this
property; consequently, few works were developed in regards to
this system calibration.
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The main aim of this paper was to present a novel technique for
calibrating a catadioptric omnidirectional vision system that is
composed of a conic mirror and a wide-angle lens camera. The
developed technique has three steps: camera calibration; conic
mirror modeling; and estimating the transformation parameters
between the camera and the conic mirror reference systems. The
main advantage of the developed technique is that it does not
require physical alignment between the conic mirror and the cam-
era axis. Another advantage is the reduction of the parameters’ cor-
relation because the calibration steps are conducted in sequential
steps. It is important to note that the technique can be applied to
both wide-angle lens cameras and perspective cameras.

In the indirect orientation process with bundle adjustment, an
accuracy of 1–3 cm was achieved in the checkpoint coordinates.
To improve the results obtained in the 3D reconstruction, it is sug-
gested to reduce the mirror imperfections through a more sophis-
ticated mirror building and polishing process. After calibration, the
developed system can be used in photogrammetric activities that
require centimeter level accuracy, including mobile applications.

In future works, mathematical modeling for a 3D intersection
using images acquired with the catadioptric omnidirectional sys-
tem used in the current paper will be developed. Experiments
comparing the developed technique with others (Agrawal et al.,
2011; Schöenbein et al., 2014) will also be conducted. The integra-
tion of the catadioptric system with direct orientation system
(GNSS and IMU) will be performed, reducing the need for GCPs.
The development of a technique integrating all the calibration
steps will also be a subject of study in a future research.
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