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1  Introduction

Usually, the mathematical models of dynamical systems 
suppose that the excitation signals1 are ideal, that is, the 
power source is not affected by the dynamical system 
behavior. For instance, the frequency of an oscillatory exci-
tation signal is determined by the power source, not 
depending on the motion of the dynamical system. This 
kind of system is said to have an ideal (unlimited) power 
supply.

In the recent decades the interest on non-ideal systems 
has grown. In non-ideal systems the excitations signals 
have limited power supply, and therefore, the behavior 
of the excitation signal is affected by the motion of the 
dynamical system. In 1902 the first non-ideal problem 
was reported when Sommerfeld observed the interactions 
between a motor and its elastic foundation (a cantilever 
beam). The system exhibited unstable motions in the reso-
nance region, usually known as jump phenomenon or Som-
merfeld effect [1].

1  Input signals, forces, or any forcing terms in a differential equation.
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According to [3], dynamical systems with non-ideal 
power sources may develop a number of different behav-
iors, such as Sommerfeld effect, hysteresis and chaos. 
The influence on the shape of the response curve when a 
control parameter is modified is called hysteresis, and the 
characteristics of the frequency response are sufficient to 
its characterization [2]. In addition, the Sommerfeld effect 
can be detected observing the amplitude of the oscilla-
tions as a function of the control parameters values [4].

In [5], the observed Sommerfeld effect of a cantilever 
beam coupled to a non-ideal unbalanced motor is analysed 
considering numerical and experimental tests. The sensitiv-
ity of the system to its parameters variations is determined 
by numerical simulations.

In [6], the dynamics of a nonlinear oscillator excited by 
a non-ideal source is studied both numerically and analyti-
cally. The Sommerfeld effect was detected by analyzing 
the amplitude of motion as a function of the excitation fre-
quency. An approach for the parameters determination of 
the non-ideal system for which the Sommerfeld effect does 
not exist is developed.

In [7], a feedback control is used to generate chaotic oscil-
lations in a simple electromechanical device, and numerical 
simulations detected the existence of Sommerfeld effect.

In [8], the Bogoliubov Averaging Method is applied 
to study the vibrations in an elastic foundation forced by 
a non-ideal energy source. Considering the equations of 
motion, numerical simulations, and the averaged equations, 
the authors conclude that the Bogoliubov averaging method 
is an excellent tool to study the characteristics of motion of 
a non-ideal system.

In [9], the nonlinear control method based on the 
saturation phenomenon is applied to a non-ideal por-
tal frame system. The equations of motion are analyzed 
using the method of averaging and numerical simula-
tion. The results show that the motion of the portal frame 
becomes saturated, and most of the energy supplied to the 
portal frame by the non-ideal source is transferred to the 
controller.

In [10], a magnetically levitated body excited by a 
non-ideal energy source is numerically analyzed, and it is 
observed that the maximum vibration amplitude occurred 
in the regions where the jump phenomenon occurs. To 
decrease the amplitude of oscillations on the resonances 
regions, passive and active controllers are proposed.

In [11], the attenuation and suppression of the Sommer-
feld effect in a non-ideal vibrating system using a magne-
torheological damper (MRD) is studied. Numerical simu-
lations exhibited different variations of the Sommerfeld 
effect for different current values applied to the MRD.

In [12], the dynamic behavior and vibration control of 
an electromechanical system under non-ideal excitation is 

studied. The Routh–Hurwitz stability criterion is used to 
determine the stability of the controlled system.

In this work the motion control of a non-ideally excited 
pendulum is proposed. Two control strategies are designed, 
a feedback controller that captures the system motion to 
a previously defined orbit [13], and a feedforward con-
troller that keeps the system motion synchronized to that 
orbit. The feedback controller is designed using the State-
Dependent Riccati Equation (SDRE) technique.

The SDRE was first proposed by [14], and studied by 
[15–17], and has become popular over the control commu-
nity during the last decade. The state transitions in the SDRE 
method depend on a matrix valued state dependent function. 
Additionally, the nonlinear terms are parametrized in the 
state vector. It is an effective algorithm for synthesizing feed-
back control, considering a nonlinear state space equation, to 
generate successive optimal solutions for the non-ideal sys-
tem, being successfully applied to nonlinear systems [13, 18, 
19], electromechanical pendulum [20, 21], robotic systems 
[22–24], micro electro-mechanical systems (MEMS) [25, 
26] and atomic force microscopy (AFM) systems [27–30].

2 � Mathematical model, derivation of governing 
equations and approximate analytical solution

The dynamics of an electro-mechanical pendulum with 
non-ideal power source, shown in Fig.  1, is investigated. 
The system consists of a mass block m1 (kg) that oscillates 
horizontally because of the rotation of the mass m2 (kg) in 
a distance R (m) from the DC motor axis. The mass block 
m1 is connected to the wall by a spring and a damper, with 
coefficients k1 (N/m) and c1 (Nm/s), respectively. A pendu-
lum of mass m3 (kg) and length l (m) is joined to the block.

Defining the generalized coordinates by 
(

q1 q2 q3
)

 , 
where q1 is the horizontal displacement of mass m1, q2 
is the angular displacement of the mass m2, and q3 is the 
angular displacement of the pendulum with mass m3. The 
kinetic energy T , the potential energy V , and the external 
forces Ni, i = 1, 2, 3, are given by:

Applying the Lagrange formulation, the dynamical elec-
tro-mechanic pendulum system equations of motion are 
given by:

(1)

T =
1

2

{

m1q̇
2
1 − 2m2Rq̇1q̇2 sin q2 +

(

m2R
2 + J2

)

q̇22

+2m3lq̇1q̇3 cos q3 + m3l
2q̇23

}

V =
1

2
k1q

2
1 + g{m2R sin q2 + m3l(1− cos q3)}

N1 = −c1q̇1, N2 = M(q̇2) = a− bq̇2, N3 = −c3q̇3
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given that I = m2R
2 + J2, where J2 is the rotor moment of 

inertia.
The function M(q̇2) is the driving torque of the motor, 

and according to [31], the inductance value is much 
smaller than the response time constant of the system, 
and therefore, in the steady state it can be considered that 
M(q̇2) = a− bq̇2, where a is related to the voltage applied 
across the armature of the DC motor, and b is constant for 
the considered DC motor.

The friction force on the mass m1 is given by 
N1 = −c1q̇1, and the friction on the pendulum is given by 
N3 = −c3q̇3, and g is the acceleration due to gravity.

In the following, the method of variation of parameters 
is applied to obtain an approximate solution of the system. 
To that, the new dimensionless variables are defined by: 
τ = ωt, u =

q1
l
, ϕ =

q2
Q2

 and θ =
q3
Q3

 with ω2 = k1
m1

, where 
l [m], Q2 = 1 [rad] and Q3 = 1 [rad] are constants, and the 
dimensionless equations of motion are given by:

given that m = m1 + m2 + m3, 
c1
mω

= εµ1, ω2
3 =

g

lω2 , 
m2R
ml

= εp2, 
m2Rl
I

= εp3, 
m2R
I

= εp4, a
ω2 = εα, b

ω
= εβ , 

c1
mω

= εµ1, 
c3

m3l
2ω

= εµ3, 
m3

m
= εp5, ω2

1 = k1
m1

 , 

ω1 −Ω = εσΩ, M(q̇2)

ω2I
= εM1(ϕ

′), M1(ϕ̇) = α − βϕ′,  

where 0 < ε << 1 is an arbitrary small parameter. 
Additionally, for small displacements sin(θ) = θ and 

(2)

m1q̈1 − m2R
(

q̈2 sin q2 + q̇22 cos q2

)

+ m3l
(

q̈3 cos q3 − q̇23 sin q3

)

+ k1q1 = −c1q̇1

Iq̈2 − m2Rq̇1 sin q2 + gm2R cos q2 = M(q̇2)

m3l
2q̈3 + m3lq̈1 cos q3 + gm3l sin q3 = −c3q̇3

(3)

u
′′ = −εµ1u

′ − u+ εp2ϕ
′′ sin(ϕ)+ εp2ϕ

′2 cos(ϕ)

− εp5θ
′2θ + εp5θ

′′

θ ′′ = −εµ3θ
′ − ω2

3θ − u
′′

ϕ′′ = εα − εβϕ′ + εp3u
′′ sin(ϕ)−

εp4g

ω2
cos(ϕ)

cos(θ) = 1 . The dimensionless time τ derivative is denoted 
by dy

dτ
= y′, and σΩ is a detuning parameter [23].

For ε ≈ 0 results that:

Solving Eq.  (4) it can be noted that the motor rotates 
with constant angular frequency ϕ′ = Ω. The mass block 
moves harmonically with frequency ω1 = 1. The pendulum 
describes a forced movement, and the force is periodically 
excited with frequency ω1, resulting that:

where δ = 1

ω2
3−1

.
For ε �= 0, one can expect the oscillation frequency of the 

mass block to be approximately harmonic, and the angular fre-
quency ϕ′ to be approximately constant, i.e., the motion cor-
respond to functions that vary smoothly over time, and, in this 
case, the block oscillation is governed by the motor speed. Fur-
thermore, in the presence of dissipative terms the oscillation is 
forced, and since the θ varies smoothly over time, it depends 
on the oscillation amplitude and phase of the block movement. 
Thus an approximate for (5) [2, 6, 9, 31] is given by:

Considering a1 = a1(τ ), β1 = β1(τ ), a3 = a3(τ ) , 
β3 = β3(τ ) and Ω = Ω(τ), the set of variables (a1, β1, a3 , 
β3, Ω), smoothly varying over τ, represent the essential 
parameters of the system [1]. The values of the essential 
variables are determined by the method of averaging [2]. 
Consequently, considering the derivative of the Eq. (6) with 
respect to τ, results:

From Eqs. (5)–(9) we have:

(4)

u′′ = −u

θ ′′ = −ω2
3θ − u′′

ϕ′′ = 0

(5)

u = a1 cos(ω1τ + β1)

u
′ = −a1ω1 sin(ω1τ + β1)

θ = a3 cos(ω3τ + β3)+ a1δ cos(ω1τ + β1)

θ ′ = −a3ω3 sin(ω3τ + β3)− a1ω1δ sin(ω1τ + β1)

ϕ = Ωτ

ϕ′ = Ω

(6)
u = a1 cos(ϕ + β1)

θ = a3 cos(ω3τ + β3)+ a1δ cos(ϕ + β1)

(7)
u′ = −a1Ω sin(ϕ + β1)

θ ′ = −a3ω3 sin(ω3τ + β3)− a1Ωδ sin(ϕ + β1)

(8)
ϕ = Ωτ

ϕ′ = Ω

(9)

u
′ = a

′
1 cos(ϕ + β1)− a1(Ω + β ′

1) sin(ϕ + β1)

θ ′ = a
′
3 cos(ω3τ + β3)− a3(ω3 + β ′

3) sin(ω3τ + β3)

+ a
′
1δ cos(ϕ + β1)− a1δ(Ω + β ′

1) sin(ϕ + β1)

Fig. 1   Electro-mechanical pendulum system
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The derivative of Eq. (7) with respect to τ is given by:

Replacing Eqs. (6), (8) and (9) into Eq. (3), and compar-
ing with (11), results:

where γ1 =
(

1+ εp5δω
2
1

)

, γ = (1+ εp5), and

Considering the following trigonometric identities:

(10)

a
′
1 cos(ϕ + β1)− a1β

′
1 sin(ϕ + β1)

− (Ω − ω1)a1 sin(ϕ + β1) = 0

a
′
3 cos(ω3τ + β3)− a3β

′
3 sin(ω3τ + β3) = 0

(11)

u
′′ = −a

′
1ω1 sin(ϕ + β1)− a1ω1

(

Ω + β ′1

)

cos(ϕ + β1)

θ ′′ = −a
′
3ω3 sin(ω3τ + β3)− a3ω3(ω3 + β ′3) cos(ω3τ + β3)

− a
′
1δω1 sin(ϕ + β1)− a1δω1

(

Ω + β ′1

)

cos(ϕ + β1)

(12)

− a
′
1γ sin(ϕ + β1)− a1β

′
1γ1 cos(ϕ + β1)

+
�

ω2
1 − γ1Ω

�

a1 cos (ϕ + β1) = ε[H]

Ω ′ = ε



















M1(Ω)− p3 sin(ϕ)
�

a
′ω1 sin(ϕ + β1)

+a1β
′
1ω1 cos(ϕ + β1)+ a1ω1Ω cos(ϕ + β1)

�

− p4

g

ω2
cos(ϕ)



















− a
′
3ω3 sin(ω3τ + β3)− a3ω3β

′
3 − cos(ω3τ + β3) = [J]

(13)

[H] =
[

p2Ω
′ sin(ϕ)+ p2Ω

2 cos(ϕ)

+µ1a1ω1 sin(ϕ + β1)

]

+ m3[G]

[G] = [a3ω3 sin(ω3τ + β3)+ a1δω1 sin(ϕ + β1)]
2

× [a3 cos(ω3τ + β3)+ a1δ cos(ϕ + β1)]

+ a
′
3ω3 sin(ω3τ + β3)+ a3ω3β

′
3 cos(ϕ + β1)

+ a3ω
2
3 cos(ω3τ + β3)

[J] = −a1ω1 sin(ϕ + β1)− a1β
′
1ω1 cos(ϕ + β1)

+ εµ3[a3ω3 sin(ω3τ + β3)+ a1δω1 sin(ϕ + β1)]

+ δω1

[

a
′
1 sin(ϕ + β1)+ a1β

′
1 cos(ϕ + β1)

]

+ a1δ

[

ω1Ω − ω2
3

]

cos(ϕ + β1)

(14)

sin2 (θ) =
1

2
−

1

2
cos (2θ)

sin4 (θ) =
1

8
(cos (4θ)− 4 cos (2θ)+ 3)

sin3 (θ) cos (θ) =
1

8
(2 sin (2θ)− sin (4θ))

cos4 (θ) =
1

8
(cos (4θ)+ 4 cos (2θ)+ 3)

cos3 (θ) sin (θ) =
1

8
(2 sin (2θ)+ sin (4θ))

and solving Eqs. (10) and (12) for a′1, β
′
1, Ω

′, a′3 and β ′
3, the mod-

ulations of amplitude and phase of the system are given by [2]:

where Gi, G′
k, Ji and Jk depend on sines and/or cosines with 

frequency, phases and amplitudes determined by an alge-
braic expansion (see Appendix).

Introducing the detuning parameter to express the differ-
ence of the rotation frequency of the motor with the oscil-
lation frequency of the block, Ω = 1+ εσΩ [31], results:

Given that the sine and cosine functions are limited, and 
a′1, β

′
1, a

′
3, β

′
3, Ω are functions of order ε, ε being a small 

parameter, then the functions slowly vary over τ, and can 
be considered constants in the interval [0, 2π] [2].

According to Nayfeh [2] there are two ways of doing the 
calculus of the average. The first is to calculate the aver-
age of the Eq. (15) over a period of the circular functions, 
to determinate a first approximation. In the second method, 
only the terms of slow variation are kept, and to the first 
approximation, the average of the equations are consid-
ered to be the slow varying terms. In this work, the second 
method is adopted, and the case without resonance between 
the block and the pendulum, but with primary resonant 
interaction between the pendulum and the motor is ana-
lyzed. Nayfeh [2] referred this condition is his studies as 
the non-resonant case.

(15)

a′1 = −ε
p5δω

2
1
a1

2γ1
sin

[

2(ϕ + β1)
]

−
ε

γ1

×
[

p2Ω
2 cos(ϕ)+ µ1a1ω1 sin(ϕ + β1)

]

sin(ϕ + β1)

− ε
p5

γ1

14
∑

i=1

Gi + O(ε2)

β ′1 = −Ω +
ω2
1

γ1
+

εp5δω
2
1

2γ1

{

1− cos
[

2(ϕ + β1)
]}

−
ε cos (ϕ + β1)

γ1a1
×

[

p2Ω
2 cos(ϕ)+ µ1a1ω1 sin (ϕ + β1)

]

−
εp5

γ1a1

10
∑

k=1

G′
k + O(ε2)

Ω ′ = ε

[

M1(Ω)− p3a1ω1Ω cos (ϕ + β1) sin(ϕ)−
p4g cos(ϕ)

ω2

]

+ O
(

ε2
)

a′3 =

7
∑

i=1

Ji

β ′3 =

8
∑

k=1

Jk

(16)−Ω +
ω2
1

γ
= −

ε(σΩ + p5δ)

γ
+ O

(

ε2
)
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Considering the system far from the resonance, there will 
be a resonant interaction only between the block and the 
motor. Averaging the Eq. (15), the system that describes the 
behavior of the system far from the resonance, is obtained.

To determine the responses of the steady states, there is 
no need to integrate numerically the set of averaged equa-
tions describing the amplitudes and phases of the system. 
Instead, it is considered that a1, β1, a3, β3 and Ω are con-
stants in the steady state and, then, the derivatives that 
describe the modulations of amplitude and phase are null 
[2], resulting in the following set of algebraic equations:

Taking into account the fourth equation and combining 
the first and the second equations in (18) yields:

Combining the first and the third equations yields:

The amplitude of the electro-mechanic pendulum 
motion, and the rotational frequency of the motor are deter-
mined from (19) and (20), respectively, for each value of 
the control parameter Ω [32]. Additionally, the phase of 
motion in the steady-state response is given by:

(17)

a′1 = −
ε

2γ

(

p2Ω
2 sin β1 + µ1a1

)

β ′
1 = −ε

(a1 + p5δ)

γ
+ ε

p5δω1

2γ
− ε

p2Ω
2

2γ a1
cosβ1 −

εp5

2γ a1

×

(

a23ω3a1δ

2
+

a33ω
2
1δ

3

2
−

a31ω
2
1δ

3

4

)

Ω ′ = ε

[

M1(Ω)−
1

2
p3a1ω1Ω sin(−β1)

]

a′3 = −ε
µ3a3

2

β ′
3 = 0

(18)

−
ε

2γ

[

p2Ω
2 sin(β1)+ µ1a1

]

= 0

−
ε(α1 + p5δ)

γ
+

εp5δω1

2γ

−
εp2Ω

2

2γ a1
cos(β1)−

εp5

2γ a1

(

a
2
3ω3a1δ

2
+

a
3
3ω

2
1δ

3

2
−

a
3
1ω

2
1δ

3

4

)

= 0

ε

[

M1(Ω)− p3a1ω1Ω
1

2
sin(−β1)

]

= 0

− ε
µ3a3

2
= 0

(19)



µ2
1 +

�

2σ + p5δ −
p5δ

3a21
4

�2


a21 =
�

p2Ω
2
�2

(20)M1(Ω)−
p3µ1a

2
1

2p2Ω
= 0

(21)
tan(β1) = −

µ1

2

(

p5δ
3a21
8

− 2σ − p5δ
)

The Eq.  (12) is similar to the equation obtained and 
analyzed by [32] using the multiple scales method, and 
the averaging method. To determinate the stability of 
the steady states a1c, β1c, a3c, β3c and Ωc, the same tech-
nique of [32] is applied, considering only the first four 
equations in (18), and introducing a small perturbation, 
yielding:

Replacing the small perturbations in the system and 
expanding in Taylor series around the stationary states, and 
keeping only the linear terms, results:

where Y =
[

Ω1 A1 B1 A3

]T, Y∗ =
[

Ωc a1d β1c a3c
]T. 

The Jacobian matrix J =
[

bij
]

 is given by:

With b13 = −ε
p3a1c
p2

[(

σΩ +
p5δ
2

)

a1
Ω

+
p5δ2
2Ωc

]

,  

b23 =
εa1c
γ

[(

σΩ +
p5δ
2

)

+
p5δ2
2a1c

]

, 

b31 =
2ε
γ a1c

[(

σΩ +
p5δ
2

)

a1c
σΩ

+
p5δ2
2σΩ

]

, 

b32 =
−ε
γ a1c

[(

σΩ +
p5δ
2

)

+
p5
2

∂
∂a1c

(δ2)

]

,

b34 =
−εp5
2γ a1c

(

a3cω3δa1c +
3a23cδ

3

2

)

, N = ∂
∂Ω

(M1(Ω)), and 

δ2 =

(

a23cω3a1cδ

2
+

a33cδ
3

2
−

a31cδ
3

4

)

.

The roots of the characteristic polynomial are given 

by:

where

According to the Routh–Hurwitz criterion [33], the nec-
essary and sufficient conditions to the roots of the polyno-
mial to have negative real parts, are: −S1 > 0; −S3 > 0 ; 
S1S2 − S3 > 0. These conditions are used to obtain the 
number of eigenvalues with positive real parts.

(22)
a1 = a1c + εA1;β1 = β1c + εB1;

a3 = a3c + εA3;Ω = Ωc + εΩ1

(23)Y′ = J|Y∗Y

(24)

J =













ε

�

N −
p3µ1a

2
1c

2p2Ω
2
c

�

−ε

�

p3µ1a1c
2p2Ωc

�

b13 0

εµ1a1c
γΩc

−εµ1

2γ
b23 0

b31 b32
−εµ1

2γ
b34

0 0 0
−εµ3

2













(25)
(

ε
µ3

2
+ �

)(

�
3 − S1�

2 + S2�− S3

)

= 0

(26)

S1 = b11 + b22 + b33

S2 = (b22b33 − b32b23)

+ (b11b33 − b13b31)+ (b11b22 − b12b21)

S3 = det(J)
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3 � Steady state

In this section the dynamical system is analyzed consid-
ering different control parameters, curves with hysteresis 
effect, curves of hardening and softening types and jumps 
in the amplitudes of the motions, are obtained.

3.1 � Parameter of control: frequency Ω of the motor 
rotation

Considering Ω as a control parameter, Eq.  (19) is an 
implicit equation of the amplitude a1 and a function 
of the angular frequency Ω. Figure  2b shows the char-
acteristic curve for a = 0.05, b = 0.12, m1 = 3.850 
(kg), m2 = 0.008532 (kg), m3 = 0.5 (kg), l = 1.19 (m), 
R = 0.075 (m), c1 = 0.0008622 (Nm/s), c3 = 0.3234 
(Nm/s), k1 = 1.75 (N/m), σ = −0.00099, Ω1 = 0.1, 
Ωf = 55.4, a3 = 0.009, J2 = 0.37 (kg  m2). This diagram 
shows the stable and unstable stationary states for the aver-
aging Eq. (17).

The stable stationary states are 0∧�c1 and Ω∧
c2Ωc,  

and the unstable stationary states are �∧
c1
�c2 and for 

Ω > 45.16 . In �∧
c1
�c2 the instability is due to the 

appearance of a positive eigenvalue for Ω = 9.97 and 
for Ω > 19.72. For Ω = 45.16 the instability is due to 
the appearing of two eigenvalues with positives real 
parts.

According to [2], the characteristics of the curve of fre-
quency–response are sufficient to characterize the jump 
effect, that is, in the points where the tangent of a curve 
become vertical, and a jump in the amplitude of the move-
ments occur.

More precisely, the amplitude of the oscillations increase 
over the control parameter Ω, reaching a critical value Ωc1 , 
shown in Fig.  2a. For Ω = 19.72 there is a jump in the 
amplitude of oscillation, see point 1, and continue to fol-
low up until reach the point Ω > 45.16, where the system 
becomes unstable due to the appearance of two eigenvalues 
with positive real parts.

On the other side, following the decreasing direction of 
Ω, the system is unstable Ω > 45.16, and for Ω < 45.16 
the oscillation amplitude of the block decreases until reach-
ing Ω = Ωc2, where the system experiments a new jump to 
the point 2 shown in Fig. 2a and, continues softly decreas-
ing until reaching Ω = 0.

For 8.97 < Ω < 19.72, the frequency–response curve 
depends on whether Ω is increasing or decreasing. This 
phenomenon is called hysteresis [2].

It can be noticed that the system is strongly depend-
ent on the power source dynamics. For b = 0.07 the sys-
tem becomes unstable behavior at the point Ω = 27.61 
(Fig. 2b). When b = 0.02 the system becomes unstabe for 
Ω = 13.19 (Fig. 2c).

Forced oscillations are possible only if Eq. (13) is satis-
fied. In Fig. 2d it can be seen that for a given amplitude of 
oscillations, up to three roots can be found [1].

Additional modifications on the power source char-
acteristics and on the torque parameters, for example, for 
a = 0.03 and b = 0.001, generates much more complex 
behaviors, indicating the need for further studies to explain 
the electro-mechanical pendulum system dynamics.

3.2 � Control parameter: detuning parameter σΩ, 
and δ > 0

Considering σΩ as a control parameter, the curves with 
softening and hardening characteristics are obtained, 
depending on whether δ is positive or negative. For 
δ > 0, the curve is hardening, otherwise, the curve is 
softening.

In Fig.  3, the characteristics curves are presented for: 
m1 = 3.30 (kg), m2 = 0.002 (kg), m3 = 0.15(kg), l = 1.19 
(m), R = 0.075 (m), c1 = 0.000898622 (Nm/s), c3 = 0.234 

(Nm/s), k1 = 2.2 (N/m), σΩ0
= −0.004, σΩf

= 0.0015, 

a3 = 0.09, a = 0.01, b = 0.0009, and J2 = 0.37 (kg m2).

In Figs. 3a, b and 4c the cases for Ω = 25.3, Ω = 10.725 
and Ω = 9.75, are respectively shown. In Fig. 3b the insta-
bility region is due to a positive eigenvalue, while in Fig. 3c 
a region of jump in the amplitudes of motion is shown.

3.3 � Control parameter: detuning parameter σΩ, 
and δ < 0

For δ < 0 Fig. 4 represents a characteristic curve for the control 
parameter σΩ and m1 = 1.30 (kg), m2 = 0.01 (kg), m3 = 0.3 
(kg), l = 1.19 (m), R = 0.075 (m), c1 = 0.8622 (Nm/s), 
c3 = 1.3234 (Nm/s), k1 = 35.2 (N/m), σ0 = −0.5 , σf = 0.8, 
a3 = 0.09, a = 0.19, b = 0.00051, J2 = 0.4 (kg m2).

Figure 4a–c show the cases for Ω = 25.3, Ω = 18 and 
Ω = 17, respectively. In Fig. 4b, the unstable points on the 
left side are due to two positive eigenvalues, and the unsta-
ble points on the right side are due to a positive eigenvalue. 
The jump effect can be seen in Fig. 4c.

The jump phenomenon is characterized by a sudden 
amplitude transition, as indicated in Figs. 3c and 4c. This 
happens because there is not enough damping in the system 
to stop the DC motor from transmitting large amounts of 
energy to the nonlinear oscillator [11].

In Figs.  3 and 4 the influence of parameter (δ) in the 
curve type (“softening or hardening”) can be observed. Sim-
ilar results were obtained for the non-ideal model in [1].

Non-ideal sources present a strong dependence on 
the energy supply characteristics, and small changes in 
the power supply, imply modifications on the stability 
characteristics of the system. This behavior can be seen 
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in Figs. 2b, c, 3b and 4b. Figures 2b, c, 3b and 4b show 
unstable points for variations of the control parameter 
(Ω) and (σΩ), whereas Figs.  3c and 4c show that the 
jumps in the achievable amplitude movements do not 
occur near the vertical axis, making evident the effects 
of non-ideal source on the system behavior [1, 8–12, 
31].

In Fig.  5 a comparison of the system (3) and its 
approximation by average method (Eqs.  (6) and (7)) is  
shown, considering a = 0.05, b = 0.12, m1 = 3.850 (kg),  

m2 = 0.008532 (kg), m3 = 0.5 (kg), l = 1.19 (m), R = 0.075  

(m), c1 = 0.0008622 (Nm/s), c3 = 0.3234 (Nm/s), k1 = 1.75 
(N/m), σ = −0.00099, Ω1 = 0.1 , Ωf = 55.4, a3 = 0.009,  
J2 = 0.37 (kg  m2), a1 = 1.1 , a3 = 0 , β1 = −0.1629τ, 
β3 = 0, Ω = 0.7416 and δ = 0.0513.

4 � Application of the SDRE control

To control u, u′, θ and θ ′, forcing the system to the orbit 
of Eq.  (6), the variables ϕ and hedynamicalelectro−
mechanicpendulumsystemequa are considered as distur-
bances. Then, the dynamic system defined of Eq.  (3) can 
be parameterized as a first order state space equation, writ-
ten in the state-dependent coefficient (SDC) and non-state-
dependent coefficient:

where x =
[

x1 x2 x2 x3
]T is the state vec-

tor, x′ is the vector of the first order derivatives. 

U =
[

0 usf 1 + ũs1 0 usf 2 + ũs2
]T, where usf  is the 

(27)x′ = Axx + BU+ F(xi)

Fig. 2   a Frequency–response curve and hysteresis phenomenon, b = 0.12. b Unstable and stable points for b = 0.07. c Unstable and stable 
points for b = 0.02. d Intersection of the curves S(Ω) and linear torque M1(Ω)
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feedback control signal, ũs is the feedforward control sig-
nal, and F is the nonlinear vector, i = 1, 2, . . . , 6, x1 = u , 
x2 = u′, x3 = θ, x4 = θ ′, x5 = ϕ and x6 = ϕ′.

Fig. 3   Frequency–response curve as a function of the control parameter σΩ and δ > 0. a Frequency- response curve for δ > 0 and Ω = 25.3. b 
Frequency–response curve for δ > 0 and Ω = 10.725. c Frequency–response curve with δ > 0 and Ω = 9.75
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Considering the system of Eq. (3) written in the form of 
Eq. (27), results:
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Fig. 4   a Frequency–response curve for δ < 0 and Ω = 25.3. b Frequency–response curve with δ < 0 and Ω = 18. c Frequency-response curve 
with δ < 0 and Ω = 17

Fig. 5   System (3) and approxi-
mation by Eqs. (6) and (7): a 
phase diagram for horizontal 
displacement. b Phase diagram 
for the angular displacement of 
the pendulum
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Fig. 6   System (3) with control: 
a phase diagram for horizontal 
displacement. b Phase diagram 
for the angular displacement of 
the pendulum
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where: Φ = 1

εp5−εp2εp3 sin(x5)
2, and x5, x6 are given by:

A state feedback instead of output feedback is adopted 
to improve the control performance. The cost function for 
the regulator problem is given by:

where: y =
[

x1 − x∗1 x2 − x∗2 x3 − x∗3 x4 − x∗4
]T, x∗ are 

the desired states, Q is a semi-positive-definite matrix and 
R positive definite. Assuming full state feedback, the con-
trol law is given by:

where: Px is obtained by the solution of the state-dependent 
Riccati equation, given by:

The applied to feedback control (30) implies in the mini-
mization of the functional (29) and in the minimization of 
the system deviation (y), of the desired state (x∗).

Defining the feedforward control as:

(28)

x
′
5 = x6

x
′
6 =

εα

ω2
−

εβ

ω
x6 −

εp4g

ω2
cos(x5)+ εp3 sin(x5)Φ

×















−εµ1x2 − x1 +
εα

ω2 εp2 sin(x5)

−εp5x
2
4x3 − εp5εµ3x4 − εp5ω

2
3x3

−
g

ω2 εp2εp4 sin(x5) cos(x5)

+εp2x
2
6 cos(x5)−

εβ
ω
εp2 sin(x5)x6















(29)JUF =
1

2

∞
∫

t0

[

yTQy+ uTsfRusf

]

dτ

(30)usf = −R−1BTPxy

(31)AT
x Px + PxAx − PxBxR

−1BTPx +Q = 0

(32)

ũs1 = −Φ

(

εα

ω2 εp2 sin(x5)−
εβ
ω
εp2 sin(x5)x6

+εp2x
2
6 cos(x5)−

g

ω2 εp2εp4 sin(x5) cos(x5)

)

ũs2 = Φ

(

εα

ω2 εp2 sin(x5)−
εβ
ω
εp2 sin(x5)x6

−
g

ω2 εp2εp4 sin(x5) cos(x5)+ εp2x
2
6 cos(x5)

)

Replacing (32) into (27), the system can be represented 
in the form:

5 � Numerical simulation of the proposed control

Considering the parameters: a = 0.05, b = 0.12, m1 = 3.850  
(kg), m2 = 0.008532 (kg), m3 = 0.5 (kg), l = 1.19 (m), 
R = 0.075 (m), c1 = 0.0008622 (N  m/s), c3 = 0.3234 
(N  m/s), k1 = 1.75 (N/m), σ = −0.00099, Ω1 = 0.1, 
Ωf = 55.4, a3 = 0.009, J2 = 0.37 (kg m2).

And defining the desired states as (6 and 7):

Considering Eqs. (17) the following parameters for (34) 
are defined as a1 = 1.1, a3 = 0, β1 = −0.1629τ, β3 = 0, 
Ω = 0.7416 and δ = 0.0513.

Defining the matrices: Q = 103[I]4x4 and R = [I]2x2, the 
dynamics of the controlled system (27) can be seen in Fig. 6.

It can observed that the proposed control is efficient in 
taking the states (x) of the system (27) to the desired states 
x∗ (34).

6 � Control system behavior in the presence 
of parametric errors

To test the effect of parameter uncertainties on the perfor-
mance of the controller usf, the parameters εµ1, εp5, εµ3 
and ω3 used in matrix (Ax) are considered with a random 
error of ±20% [21, 27, 28, 30].

In Fig. 7 the variation of system (27) with (control with-
out parametric error) and with (control with parametric 
error) can be seen, and the SDRE control strategy proved 

(33)x′ = Axx + Busf

(34)

x∗1 = a1 cos(x5 + β1)

x∗2 = −a1Ω sin(x5 + β1)

x∗3 = a3 cos(ω3τ + β3)+ a1δ cos(x5 + β1),

x∗4 = −a3ω3 sin(ω3τ + β3)− a1Ωδ sin(x5 + β1)
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to be robust in the case of parametric variations with errors 
smaller than (2× 10−8).

7 � Conclusion

In this work the dynamical behavior of the electro-mechanical 
pendulum is investigated, applying the SDRE control to syn-
chronize the system motion in a periodic orbit. This system 
presents complex dynamical effects such as hysteresis, curves 
of softening and hardening type and Sommerfeld effects. 
The Routh–Hurwitz criterion is used to determine the steady 
states stability. Analytical solutions are not feasible due to the 
complexity of the system’s equations. Then some simplifica-
tions have been considered enabling the use of average meth-
ods [8, 31]. The curves obtained from the frequency response 
equation show that the electro-mechanical pendulum system 
presents rich dynamical behavior, exhibiting similar results to 
that obtained by [8–12, 31]. As it can be seen in Fig. 5a, b, the 
proposed feedforward control (usf) and a feedback (ũs) allow 
to control the oscillations of the electromechanical pendulum 
system in the periodic orbits obtained by averaging method. 
Additionally, it can be concluded that the proposed feedback 
control based on the SDRE method is robust to parametric 
uncertainties. Similar results are shown in [21, 27, 28, 30]. 
Showing that the SDRE control strategy is indicated for the 
electromechanical pendulum control problem.
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Appendix

(35)

J1 =
a′1ω1

2ω3

{cos[(Ω − ω3)τ + (β1 − β3)]

− cos[(Ω − ω3)τ + (β1 + β3)]}

(36)

J2 =
a1β

′
1ω1

2ω3

{sin[(Ω + ω3)τ + (β1 + β3)]

− sin[(Ω − ω3)τ + (β1 − β3)]}

(37)J3 = −
a3µ3

2
[1− cos (2ω3τ + 2β3)]

(38)

J4 = −ε
δa1ω1µ3

2ω3

{cos[(Ω − ω3)τ + (β1 − β3)]

− cos[(Ω + ω3)τ + (β1 + β3)]}

(39)

J5 = −
δa′1ω1

2
{cos[(Ω − ω3)τ + (β1 − β3)]

− cos[(Ω + ω3)τ + (β1 + β3)]}

(40)

J6 = −
δa1ω1β

′
1

2
{sin[(Ω + ω3)τ + (β1 + β3)]

− sin[(Ω − ω3)τ + (β1 − β3)]}

Fig. 7   Variation of error for u, 
u
′, θ and θ ′ for (control without 

parametric error) and (control 
with parametric error)
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(41)

J7 = −
δa1

2

(

ω1Ω −Ω2
3

)

{sin[(Ω + ω3)τ + (β1 + β3)]

− sin[(Ω − ω3)τ + (β1 − β3)]}

(42)

J
′
1 =

a
′
1ω1

2a3ω3

{sin [(Ω + ω3)τ + (β1 + β3)]

− cos [(ω3 −Ω)τ + (β3 − β1)]}

(43)

J
′
2 =

a1β
′
1ω1

2a3ω3

{cos [(Ω + ω3)τ + (β1 + β3)]

+ cos [(Ω − ω3)τ + (β1 − β3)]}

(44)

J
′
3 =

a1ω1Ω

2a3ω3

{cos [(Ω + ω3)τ + (β1 + β3)]

+ cos [(Ω − ω3)τ + (β1 − β3)]}

(45)J ′4 = −ε
µ3

2
sin [2(ω3τ + β3)]

(46)

J
′
5 = −ε

µ3δa
′
1ω1

2a3ω3

{sin [(Ω + ω3)τ + (β1 + β3)]

− sin [(ω3 −Ω)τ + (β3 − β1)]}

(47)

J
′
6 = −

δa′1ω1

2a3ω3

{sin [(Ω + ω3)τ + (β1 + β3)]

− sin [(ω3 −Ω)τ + (β1 − β3)]}

(48)

J
′
7 = −

δa1ω1β
′
1

2a3ω3

{cos [(Ω + ω3)τ + (β1 + β3)]

+ sin [(Ω − ω3)τ + (β1 − β3)]}

(49)

J
′
8 = −

δa1

2a3ω3

(

ω1Ω − ω2
3

)

{cos [(Ω + ω3)τ + (β1 + β3)]

+ cos [(Ω − ω3)τ + (β1 − β3)]}

(50)

G1 =

(

a
2
3
ω2
3

2
+

a
2
1
δ2a3

4

)

{

sin
[

(2Ω + 2ω3)τ + (β1 + 3β3)
]

− sin
[

(ω3 −Ω)τ + (β3 − β1)
]}

(51)

G2 =

(

−
a
2
3ω

2
3

2

)

{sin [(Ω + 3ω3)τ + (β1 + 3β3)]

− sin [(3ω3 −Ω)τ + (3β3 − β1)]}

(52)

G3 =

(

−
a
2
3ω3a1δ

4

)

{sin [(2Ω + 2ω3)τ + (2β1 + 2β3)]

− sin(2ω3τ + 2β3)}

(53)

G4 =

(

−
a
2
1δ

3

8
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{sin [(3Ω + ω3)τ + (3β1 + β3)]

− sin [(Ω + ω3)τ + (β3 + β1)]}

(54)
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−
a
2
1δ
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a3

8
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{sin [(3Ω − ω3)τ + (3β1 − β3)]
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a23ω
2
3a1δ
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+

a23δ
2
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−

a31δ
3

8
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2
3ω

2
3δa1

8
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{sin [(2Ω + 2ω3)τ + (2β1 + 2β3)]
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−
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2
3ω

2
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{sin(2ω3τ + 2β3)
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−
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2
1δa3ω3

4
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{sin [(3Ω + ω3)τ + (3β1 + β3)]

− sin [(Ω + ω3)τ + (β1 + β3)]}

(60)

G11 =

(

a1δa3ω3

8

)

{sin(4Ωτ + 4β1)− sin(2Ωτ + 2β1)}

(61)

G12 =

(

a
′
3ω3

2

)

{cos [(ω3 −Ω+)τ + (β3 − β1)]

− sin [(ω3 −Ω)τ + (β3 − β1)]}
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G13 =

(

a3ω3β
′
3

2

)

{sin [(ω3 +Ω)τ + (β3 + β1)]

− sin [(ω3 −Ω)τ + (β3 − β1)]}



2471J Braz. Soc. Mech. Sci. Eng. (2016) 38:2459–2472	

1 3

(63)

G14 =

(

a3ω
2
3

2

)

{sin [(ω3 +Ω)τ + (β3 + β1)]

− sin [(ω3 −Ω)τ + (β3 − β1)]}

(64)

G
′
1 =

(

a
3
3ω

2
3

4
−

a
3
3ω

3
3

8
+

a
2
1δ

2ω2
1a3

4

)

{cos [(Ω + ω3)τ + (β1 + β3)]}

(65)

G
′
2 =

(

−
a
3
3ω

2
3

4

)

{cos [(3ω3 +Ω)τ + (3β3 + β1)]

+ cos [(3ω3 −Ω)τ + (3β3 − β1)]}

(66)G
′
3 =

(

a
2
3ω3a1δ

4

)

{

[cos(2ω3τ)+ cos(2ω3 − 2Ω)τ + (2β3 − 2β1)]

−[cos [(2ω3 + 2Ω)τ + (3β3 + 2β1)]+ cos(2ω3τ + 2β3)]

}

(67)G
′
4 =

(

−
a
2
1ω

3
1a3δ

2

8

)

{

[cos ((3Ω + ω3)τ + (3β1 + β3))+ cos ((Ω + ω3)τ )]

+[cos [(2Ω − ω3)τ + (3β1 − β3)]+ cos [(Ω − ω3)τ + (β1 − β3)]]

}

(68)

G
′
5 =

(

a
2
3
ω3a1δ

4
+

a
3
3
ω2
1
δ3

4
−

a
3
1
δ3ω2

1

8

)

[

1− cos(2Ωτ + 2β1)
]

(69)G
′
6 =

(

−
a
2
3ω

2
3a1δ

8

)

{

[cos ((2Ω + ω3)τ + (2β1 + 2β3))+ cos (2ω3τ + 2β3)]

+[cos(2ω3τ + 2β3)+ cos [(2ω3 − 2Ω)τ + (2β3 − 2β1)]]

}

(70)G
′
7 =

(

a
2
1ω

2
3a3δ

4

)

{

[cos ((3Ω − ω3)τ + (3β1 − β3))+ cos ((Ω − ω3)τ + (β1 − β3))]

−[cos ((ω3 + 3Ω)τ + (3β1 + β3))+ cos [(ω3 +Ω)τ + (β3 + β1)]]

}

(71)

G
′
8 =

(

−
a
3
3ω

2
1δ

3

8

)

[cos (4Ωτ + 4β1)+ cos (2Ωτ + 2β1)]

+

(

a
′
3ω3

2

)

[sin ((Ω + ω3)τ + (β1 + β3))

− sin ((Ω − ω3)τ + (β1 − β3))]

(72)

G
′
9 =

(

a3ω3β
′
3

2

)

{cos [(Ω + ω3)τ + (β3 + β1)]

+ cos [(ω3 −Ω)τ + (β3 − β1)]}

(73)

G
′
10 =

(

a3ω
2
3

2

)

{cos [(Ω + ω3)τ + (β3 + β1)]

+ cos [(ω3 −Ω)τ + (β3 − β1)]}
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