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a b s t r a c t

We developed a wavelet-based approach for account classification that detects textual dis-

semination by bots on an Online Social Network (OSN). Its main objective is to match account

patterns with humans, cyborgs or robots, improving the existing algorithms that automati-

cally detect frauds. With a computational cost suitable for OSNs, the proposed approach anal-

yses the distribution of key terms. The descriptors, a wavelet-based feature vector for each

user’s account, work in conjunction with a new weighting scheme, called Lexicon Based Coef-

ficient Attenuation (LBCA) and serve as inputs to one of the classifiers tested: Random Forests

and Multilayer Perceptrons. Experiments were performed using a set of posts crawled during

the 2014 FIFA World Cup, obtaining accuracies within the range from 94 to 100%.

© 2015 Elsevier Inc. All rights reserved.
1. Introduction

Online Social Networks (OSNs) are considered suitable environments in which to discuss and express thoughts on any subject

[61]. Currently, OSNs are a relevant resource for exploring a diversity of subjects, such as customer relations management and

public opinion evaluation. The knowledge obtained from OSNs, such as Twitter and Facebook, has been shown to be extremely

valuable for marketing research companies, public opinion organizations, and other text mining purposes [3,47,60,63]. Since

millions of opinions on a given topic are expressed with simplicity, posting methods provide rich, easy and unbiased content

comprehension [19]. Thus, the contents of OSNs form a valuable dataset for decision making on marketing research, business

intelligence, stock market prediction, and image monitoring [20,32].

The wide popularity of OSNs and their ease of access have resulted in the misuse of their services. In addition to privacy

issues, OSNs face the challenge of dealing with undesirable users and their malicious activities, with spamming for product

promotion being one of the most common [5]. An example that shows the presence of these undesirable users is Facebook’s

noticing an alarming 8.7% of fake users, which represents more than 83 million accounts worldwide [14]. Twitter users also suffer

from the same issue. As a result of its popularity and the culture of following individuals with interesting content, Twitter has

become a major target for marketing and social manipulation due to its use for business promotion, customer service, political

campaigning, and emergency communication [11]. Spam accounts are also presently posting links to paid content, and users
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shill for companies while pretending to be their independent fans. On Twitter, social robots, called “bots”, pretend to be human

beings in order to gain followers and replies from target users and promote a product or agenda [54]. Frauds in OSNs, such as

these, could lead to uncontrolled dissemination of fake information, inaccurate content, promotional ads, and phishing. Thus,

OSN users could become victims of tricky scams or harassment, causing, due to their dissatisfaction, a decline of service [5,30].

In view of these discussions, the main goal in this paper is to describe an algorithm that performs account classifications in

order to avoid the uncontrolled information stream in OSNs. Experiments were performed with a Twitter data set in order to

determine the influence and performance of binning, weighting schemes, wavelet components, and different kinds of classifiers.

The first experiment matches the accounts with humans, cyborgs, and bots. On the other hand, the second experiment classifies

the accounts as belonging to a human or not. Due to the low computational costs required by OSN environments, Discrete

Wavelets Transforms with (O(N)) are used instead of the classic Fast Fourier Transform (FFT) algorithms with (O(N log(N))) [33]

to analyse Twitter posts, i.e., tweets. Additionally, the classifications are based on text mining approaches that require, in fact,

only text as input. These approaches do not need extra features from the OSNs, such as age, city, or user frequency. A Multilayer

Perceptron Artificial Neural Network and Random Forest learning are used as classifiers.

This paper is organized as follows. Section 1.1 exposits related work on frauds in OSNs and Section 1.2, the relations between

text mining and wavelets. In Section 2 we present the proposed approach complemented with related concepts. Section 3 ex-

plains, in detail, the tests and experiments. In Section 4, the corresponding results are discussed. Lastly, in Section 5, we present

the conclusions and limitations of this work.

1.1. Online social networks and frauds

Currently, OSNs are the subjects of much research. Treated as an environment, they have been shown to be relevant to a

variety of research in the literature. For example, concerning the success of specific products, [32] developed method to evaluate

customer satisfaction. Still with a similar goal, [52] showed that using OSNs can be very helpful even to small companies attempt-

ing to ascend. Focusing on educational ends, there is [6,7], which evaluated OSNs initial usages and explored ways to better apply

OSNs to teaching proposals. Concerning network research, OSNs have also encouraged the development of a literature oriented

towards DTNs. [24] studied a more efficient way, where mobile nodes would be delivering messages between each other. Still in

terms of Delay Tolerant Networks (DTNs), mobile nodes have been investigated in papers like [21,25], where a selfish node might

not cooperate with information distribution among the others.

Considering another different goal to research on OSN environments, this paper is limited to classifying accounts in OSNs.

The fact that encouraged this research on automatic account classification, mainly fake user detection, is the known policy for

removing OSN accounts [9]. OSN policies depend excessively on a real user to report fake ones. By the time the qualified company

takes action about a suspicious account, it might be too late, even more when thousands of bots are involved [14]. However, bots

are not always a problem. The research described in [11] has already analysed bots as being a double edged sword. Malicious bots

spread malicious content and spamming, while legitimate bots generate a lot of benign tweets by delivering news. This is the

reason why we want to detect both kinds of bots. The contribution from this work relies on the fact that non-automated tweets

form a data set cleaned enough to perform any information retrieval, opinion mining, clustering, and classification task based

solely on humans.

Some research on users’ identity on OSNs has been carried out with the aid of classification tasks using classic data mining

schemes. In these studies, bots, or fake accounts, were identified by performing a combination of selected features in order to

compare the data patterns of real users with those of bots [11,14,53]. As to account classification on Twitter, some papers have

discussed the type of users that interact with bots, who could be those responsible for organizing fake accounts or who should

be warned about [54,55]. On Facebook, a similar experiment was performed in order to detect suspicious accounts from a pool

of spamming activities [5,14].

Another approach in managing fake user identities is to perform a pure text mining method. This is formally called author

identification, and is used to analyse types of unstructured text like emails, text messages, and online products [23,62]. On

Twitter, this kind of procedure, called writeprint, was carried out in order to identify malicious users. In [23], it was shown that

if the correct set of features was extracted, a very promising result could be achieved just by using a crawler to extract tweets

and part-of-speech taggers.

Some other concerns about bots, spamming, and fraud have been developed. For instance, [51] presented a case in which

Twitter bots were a way to attack real Twitter users and transform them into botnets. Worry over real friends is an important

point, so, the [46] proposed the use of a tool that would be able to analyse whether or not a friend is an automated user. Other

research has focused on what kind of target spammers usually look for [48], bot identification by user name [15], and the in-

fluence of a bot with many friends [22]. All of these papers analyse the concern about bots/fake users and the frauds created by

these. Both threats, as described in [51], either spamming or even fake news, can lead to full fledge fraud. The present paper aims

to propose a solution based completely on textual information. By using only text, we do not require any additional information,

such as a complete profile and so on. Therefore, this model would be applicable to any OSN.

1.2. Text mining and the Discrete Wavelet Transform (DWT)

DWTs have been widely used in many different fields of science due to their extensive range of applications [28]. In im-

age processing, wavelets were successfully applied to perform copyright protection schemes [26] and to frequency domain
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encryption, ensuring secure and unbreakable forms [49]. De-noising, which is a classical DWT application [56] [37], has been

a subject of research, as can be seen in [18,27]. DWTs have also been used in decision making in cancer diagnosis, as described in

[42].

For text mining purposes, DTWs can be applied to different tasks, such as information retrieval, document classification, or

text visualization. Particularly for information retrieval, DWTs are able to analyse term patterns, i.e., existing text representations

that depict a term as a vector of frequencies of occurrences in a number of defined partitions of a document, at different levels

of resolution [34]. Inspired by the same principles, the Discrete Cosine Transform (DCT) [35] and the Discrete Fourier Transform

(DFT) [16,36,41] have also been used. At the same time, signal based approaches have been employed to retrieve Web-page

contents. Link analysis, Page Rank Scoring, and content analysis based on the Fourier Domain Scoring as proposed in [34], have

been combined to improve the results in search engines [39,40]. When word signals are used to represent the same documents,

instead of the classic Vector Space Model, better results are obtained, as reported in [50]. The use of different signal models, but

still based on wavelets, makes another possibility, as explored in [59].

Instead of signal ranking and signal classification, which are fully described in the literature, text visualization techniques

intend to enable users to rapidly assess the relevance of documents to their specific interests by providing a tool to connect

the text narrative to embedded themes. Although they have also been combined with other tools, visualization techniques have

achieved good results in helping the reader’s comprehension by rating topics and subject corpora [29,58].

2. Proposed approach

Since this is a paper involving classification, we need to use features that provide a good representation of the original prob-

lem. Considering that OSNs are dynamic and heterogeneous, we need an adequate computational cost for both the extracting and

classifying steps, a weighting scheme appropriate for classification, and well-known classifiers in this large data scale scenario.

In this section, for which complementary information can be found in Fig. 1, the selected features and details of the algorithms

are thoroughly described.

2.1. Profiling

The main idea behind the proposed algorithm is to bring the problem of user representation to a document representation

model. In order to perform a wavelet based text mining strategy for account classification, textual content produced by a user

in a set, from now on referred to as a document, requires a representation, similarly to the research reported in [38]. In an OSN

context, definitions are required to explain how to represent each user’s textual content as a document. Let u ∈ U be a user in

a set of users. Let p ∈ P be a published text in a set of texts. A document d from user u is a set of posts p where p.user == u, as

shown in Eq. 1. Basically, the document d is a cumulative concatenation of all samples from a single user [38].

Document(d, u) = {p|p.user = u} (1)

2.2. Binning

We used the representation described in [34] to transform the document d into a discrete vector. This process, called binning,

transforms d by mapping it into a set of term signals. A term signal is a sequence of values that represents a term’s occurrence

in a particular section of a document. It is computationally represented by a numeric vector. Each vector element, called a bin,

represents a portion of d. These bins identify the number of occurrences of the term t in each portion, as shown in Eq. 2.

f̃d,t = [ fd,t,0, fd,t,1, . . . , fd,t,b, . . . , fd,t,n−1] (2)

Eq. 3 illustrates an example where d is represented by the occurrences of a term t in it. Thus, t has appeared twice in the first

portion, i.e., bin, has not appeared in the second portion, and so on. Another issue addressed in this paper is the ideal number of

frames to be used. In structured documents, eight frames have been used [33,34,37], but in web pages corpora, sixteen frames

have been preferred [39].

f̃d,t = [2, 0, 3, 0, 2, 1, 1, 3] (3)

2.3. Weighting

Weighting is an approach that complements term signal representation. Many studies have been dedicated to adjusting a term

signal representation with weights, as can be seen in [2,33,39]. In the present paper, Table 1 describes all the weights used in

experiments, with s = 0.7, Wd the document size, and W̄d the average size of the documents, in numbers of words. Additionally,

τ d is the size of the document and τ̄d is the average size of the documents, in numbers of distinct words. IPFt, b and CFd, b, t are

described in detail in [2].

All the weighting schemes presented in this paper, with the exception of LBCA, have been used before [2,35,37]. However,

these weighting schemes were created with different goals. For example, the weighting scheme used in [2] was created to aid the

precision in text mining tasks with recommendation as a goal, while the schemes used in [37] were all created with information

retrieval as the main goal. None of the schemes used in the literature were created with a focus on numerically identifying the

difference between texts produced by humans and bots.
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Fig. 1. The proposed approach.

Table 1

Weighting schemes for term signals.

Name Formulation Work described in

BD-ACI-BCA wd,t,b = 1+log( fd,t,b)

(1−s)+s·Wd /W̄d

[33]

OKAPI wd,t,b = fd,t,b

fd,t,b+τd /τ̄d
[33]

SMART wd,t,b = (1+log( fd,t,b))/(1+log( f̄d,t ))

(1−s)+s·τd /τ̄d
[33]

ARRU = wd,t,b = IPFt,b · CFd,b,t [2]

LBCA wd,t,b = fd,t,b · τd/τ̄d Proposed
For this reason, concerning a better description, a new weighting scheme named LBCA is proposed. It is formulated with

a particular goal: to distinguish automated produced content from human produced content. Our scheme achieves a better

description than attenuating the signal produced based on the size of the lexicon. We believe that human texts differ from bot

texts in one special characteristic: the number of different words caused by the informal use of language, so that emphasizing

the number of distinct words used in a content is an important complement to detecting bot texts. After this step, the numeric

vector containing the frequencies should become a vector containing the weighted frequencies, as shown in Eq. 4.

w̃d,t = [wd,t,0, wd,t,1, . . . , wd,t,b, . . . , wd,t,n−1] (4)
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Table 2

Wavelet families and their supports, i.e.,

low-pass and high-pass filter lengths,

used herein.

Family Support

Haar 2

Daubechies 4, 8, 16, 32 and 64

Coyflets 6, 12, 18, 24 and 30

Symmlets 8 and 16

Beylkin 24

Vaidyanathan 18
2.4. Wavelets

Wavelets form an orthonormal basis to write a signal, decomposing it into different frequency components. Compared to the

traditional Fourier analysis, wavelets are the preferred option to analyse non-stationary signals containing discontinuities and

sharp spikes [33]. In this paper, the signals provided by the weighting process, (ζ̃d,t ), are decomposed using Discrete Wavelet

Transforms. The complete list of Wavelet Families used in experiments, including Haar, Daubechies, Coyflets, Symmlets, Beylkin,

and Vaidyanathan, is shown in Table 2. We have selected these families due to their well-known reputation, as described in [4].

From this point onwards, a document, i.e., a set of tweets, d, produced by u, is represented as a set of spectrum signals containing

wavelet components:

ζ̃d,t = Discrete Wavelet Trans f orm(w̃d,t) = [ζd,t,0, ζd,t,1, . . . , ζd,t,b, . . . , ζd,t,n−1] (5)

2.4.1. Magnitude components

As proposed in [33], the magnitude components are obtained by applying the absolute value function on each wavelet com-

ponent: Hd,t,b = |ζd,t,b|.
2.4.2. Phase components

Another important attribute that represents the posts are the phase components, as proposed in [33]. They are obtained by

checking the signal of each wavelet component: φd,t,b = ζd,t,b
Hd,t,b

.

2.4.3. Document score

The Wavelet Domain Score presented in [33,36,37] is also used in this paper due to its capacity to describe text relevance in

relation to a given key terms search, T. By calculating the score from a user’s tweets, we are able to know how relevant the text

produced is in relation to the given words T. To calculate this, we use the Phase and the Magnitudes described in the preceding

paragraphs. The detailed calculations are shown in Eqs. 6–8, where #(T) is the number of search key terms used.

�̄d,b =
∣∣∣∣
∑

t∈T φd,t,b

#(T)

∣∣∣∣ (6)

sd,b = �̄d,b ·
∑
t∈T

Hd,t,b (7)

sd =
∑
i∈b

s2
d,bi

(8)

In the present proposed approach, the score is calculated by using the same terms that represent the document.

2.5. Pattern recognition

The first step of an efficient pattern recognition algorithm is the correlation-based feature selection, as proposed by [17], to

select a subset of features. This is achieved through the analysis of a value for assessment called merit, that depends on correlation

measures, such as MDL or reliefs.

In the proposed approach, Best First is performed to search for features. Dimensionality reduction is an important aspect

considering the amount of information in OSNs. The features adopted in the proposed approach are the phase components,

magnitudes components, wavelet components, document score, count amount of the signalized terms, corpus size, and lexicon

size, as shown in Fig. 1. Both the classifiers Random Forest and Multilayer Perceptron were used in order to achieve the system

output.

In particular, Random Forest was adopted for this approach due to its run-time efficiency and accuracy [13,45]. Both charac-

teristics are essential in OSN scenarios. Also, OSNs present a dynamic environment for big data, as stated in [44]. MLPs are used

to solve the problem in situations for which the classifier has to adapt itself to new instances from experience [10,31].
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Table 3

Example of collected tweets.

# Content Class

1 Copa completa 13 dias e 7 seleções da América já estão garantidas na próxima fase

http://glo.bo/1jfPIDf#G1naCopapic.twitter.com/9DdXWs05IH

Bot

2 Trânsito no Distrito Federal é alterado para o jogo decisivo do Brasil. http://bit.ly/V5rXIW#copa2014 Bot

3 Quando eu falei, a Alemanha vai ganhar a copa, os cara deram risada kkkkkkkkkkkk Human

4 Pensei que o brasil ia fazer mais gols mais td bem kkk Human

5 I’m at Boulevard Londrina Shopping (Londrina, PR) w/ 3 others http://4sq.com/1qXI6dw Brasil, Londrina Cyborg

6 tive a impressão de que estava impedido... impressão ASIODHAOSIDHIOASH #Brasil Cyborg
3. Methodology

Twitter, the social media network studied in this paper, is considered a micro blogging service. Unlike other social media net-

works, Twitter is known for the fact that its users can publish their thoughts in short texts, i.e., no more than 140 characters, using

the Web or mobile devices [61]. These short texts, called tweets, are, by default, made available publicly, and are immediately

broadcast to the user’s followers [8].

The Twitter developer team offers a streaming set that gives other developers low latency access to Twitter’s global stream

of Tweet data. The tweet sets used as samples in this experiment were collected using such a service. The data received from

Twitter API contains many fields, for example, the message identification number, the tweet’s author’s ID number, a short text

field, i.e., the tweet, and meta data fields [8]. In this paper, the most important information consists of the 140 characters of each

tweet that are used to inspect the frequency distribution of the terms. All the data received from Twitter API was stored in a

MySQL database. Samples already profiled are available online1.

The data set was collected during the FIFA World Cup 2014 to retrieve only tweets about the World Cup. We used three

words as a query sequence: “BRASIL” (Brazil, in portuguese), “COPA”, “COPA2014”. The data set is written entirely in Brazilian

Portuguese and, considering that the event is known all over the world, it was possible to find all three occurrences of classes,

i.e., Human, Bot and Cyborg. It is possible to notice the difference between the posts from bots and humans and also the mixed

behaviour of cyborgs as shown in Table 3.

Humans, cyborgs, and bots were possible labels for the data set we obtained. Considering the very few number available that

address cyborgs and bots, there is no other option than to manually create a data set. Therefore, manual labeling was carried out

according to [11,22,53,55], which also treated such automatic behaviour on OSNs.

Another issue considering the collected data set is the amount of text collected per user. Once every user writes different

amounts of words per post/tweet, it was not possible to normalize the user content by the number of posts. Instead, we per-

formed the experiment with different corpus sizes per user. In these experiments, the smallest corpus size was around 500

words and the biggest ones around around 2500 words.

Then, a data set composed of 100 users, of which 36 were humans, 36 cyborgs, and 28 bots, was mounted. Although the

amount of users might look small in comparison to the milions of active Twitter accounts, some of the literature has used about

the same number of users for classification goals, as seen in [12]. In this paper, this was also possible due to the fact that the

range of variation of written texts about a single subject is not that big.

Next, each user in the dataset is represented by a document containing all of their samples cumulatively concatenated as

described in Section 2.1 and shown in Table 4. Then, the data transformation proceeded from binning up to the feature vector as

previously described.

To perform the classification, we explored many different experimental settings. In particular, we performed two experiments

using the same data set. The main purpose of the first experiment was the classification into three groups of accounts: humans,

cyborgs and bots. The second experiment involved the classification into only two groups of accounts: humans and non-humans.

Thus, in the second experiment, cyborgs and bots were considered non-humans.

The training data set was formed by many combinations. For instance, from binning, we combined the following possibilities:

8, 16, 32, 64, 128, 256. The intention was to discover the best size for binning in order to solve the problem since tweets are

different from Web Pages (16 bins) or Structured Documents (8 bins). Then, regarding weightings, 5 schemes found in the litera-

ture were presented in Section 2.3 and used in this research. Each of them has been introduced in the previous literature on text

mining, except for one, which is now proposed. We also explored many wavelet families, such as Haar, Daubechies, Coyflets, Sym-

lets, Beylkin, and Vaidyanathan, in order to discover an optimal descriptor of account writting patterns. Along with the wavelet

coefficients, the magnitudes, and the phases, we also adopted the corpus size, the lexicon size, and a document score from [33],

sending as a query the same words passed to the Twitter API.

Before classifying, a Correlation-based Feature Subset Selection proposed by [17] was applied in order to reduce the dimen-

sionality. MLP architectures and Random Forest were used to check the best class identification. The training step was carried

out for each one of these possible settings.
1 http://www.barbon.com.br/wp-content/uploads/2015/07/SourceFilesIS.zip

http://glo.bo/1jfPIDf#G1naCopapic.twitter.com/9DdXWs05IH
http://bit.ly/V5rXIW#copa2014
http://4sq.com/1qXI6dw
http://www.barbon.com.br/wp-content/uploads/2015/07/SourceFilesIS.zip
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Table 4

Profiling example.

Author - Post Content

#1 - #1 Parabéns pelo jogo, pelo gol, por representar

o Brasil, por jogar com raça e amor á camisa,

por orgulhar o povo brasileiro @neymarjr

#bom_Diiiia #DeusnocomandoSempre #viaçãoUtil

#copa2014 #job #utilnaCopa #Util #Brasil

#1 - #2 Só por que a copa começa no dia 12, o dia dos

namorados tem que ser outro dia, wtf?

#1 - #3 @neymarjr Todo mundo tá confiando em ti

e na seleção inteira! O Brasil tá com vocês!

Document Content

#1 Parabéns pelo jogo, pelo gol, por representar

o Brasil, por jogar com raça e amor á camisa,

por orgulhar o povo brasileiro @neymarjr

#bom_Diiiia #DeusnocomandoSempre #viaçãoUtil

#copa2014 #job #utilnaCopa #Util #Brasil

Só por que a copa começa no dia 12, o dia dos

namorados tem que ser outro dia, wtf?

@neymarjr Todo mundo tá confiando em ti

e na seleção inteira! O Brasil tá com vocês!

Fig. 2. Bins and mean accuracy of experiments 1 and 2.
Concerning the evaluation, we adopted 10-fold cross-validation as described in [57]. By doing so, we ensure that each instance

in the data set is used at least once in either training or testing and also each setting is trained and tested 10 times using different

parts of the data set every time. The setting accuracy is computed by averaging the 10 rounds of training and testing.

The final results were computed from a confusion matrix to evaluate the classifiers. Therefore, an example of an experimental

setting would be a classification instance using: binning in 8 parts, LBCA weighting scheme, Haar Wavelet Transform, and a

Random Forest as a classifier. In this research, we tested many possible combinations of binning, weighting schemes, wavelet

families, and classifiers. The results are discussed in Section 4.

4. Results and discussion

As to binning, some paper, such as [33,36], have used 8 bins. In contrast, [40] proposed different numbers of frames to find the

best quantity to represent a document based on web pages. The results of experiments on varying the binning led us to realize

that 16 and 32 partitions have a noticeable advantage over 8. Fig. 2 shows the mean accuracy of each partition number along with

a mean for both experiments, independent of the wavelet family, weighting scheme, and classification approach. Binning based

on 8, 16 and 32 partitions has a better mean accuracy, with 91.22, 92.00 and 91.30%, respectively. Also these three partitions has

small standard deviations, which is another significant result addressing stability, independent of the other parameters.
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Fig. 3. Weighting schemes and mean accuracy for experiments 1 and 2.

Table 5

Classificator results for Experiment 1.

Approach Mean (%) Std. Dev. (%) Median (%) Max. (%) Min. (%)

Top Random Forests 88.7 2.13 89.0 94.0 82.0

MLP[9-5-1] 88.1 2.34 88.0 92.0 83.0

MLP[13-20-1] 87.4 2.40 87.0 91.0 83.0

MLP[9-9-1] 87.1 2.06 87.0 92.0 83.0

MLP[13-7-1] 87.0 2.01 87.0 90.0 83.0

Bottom MLP[46-46-1] 82.1 2.63 83.0 87.0 74.0

MLP[57-57-1] 82.1 2.43 83.0 87.0 74.0

MLP[57-81-1] 82.1 2.43 83.0 87.0 74.0

MLP[34-34-1] 82.1 1.94 82.0 85.0 78.0

MLP[41-62-1] 82.1 2.35 83.0 85.0 74.0
For 64, 128, and 256 partitions, the mean accuracy presented a descending gradient. This is justifiable considering that a great

number of partitions implies a large number of descriptors, which could disrupt the description of the contents.

The results as to the weighting schemes are presented in Fig. 3, where it is possible to observe that the proposed LBCA

achieved a higher accuracy, with a mean accuracy of 91.20%, and among the smallest standard deviations out of all the weighting

schemes for both experiments I and II. The BD-ACI-BCA, Smart, and ARRU schemes also achieved good results, with 90.65, 90.63

and 90.64%, respectively. However, for experiment 1, LBCA surpasses all other schemes in mean accuracy.

Fig. 4 , uses boxplots to show the results concerning another choice: the wavelets. In Text Mining approaches, the related

literature has used only Haar wavelets and Daubechies wavelets [37,39]. In this paper, we evaluated the application of several

wavelet families. First, Coiflets and Daubechies are more accurate. In a specific configuration, they were able to achieve 94%

accuracy in experiment 1 (Fig. 4a) and 100% in experiment 2 (Fig. 4b). However, as the boxplot is characterized by an observation

of wavelets that achieved symmetric size of quartiles, Daubechies 4 shows a good result in relation to quarter size for experiment

1 and 2, along a high median. Regarding the Coiflet family, the results lead us to conclude that supports close to 6 and 12 achieve

good results while bigger supports lead to the occurrence of outliers as seen in Fig. 4a. Symmlets presented good maximum

results in both experiments. However, both Symmlets used produced outliers: Symmlet 16 for experiment 1 and Symmlet 8 for

experiment 2. Vaidyanathan, Haar, and Beylkin provided symmetric results in experiment 1. The same results were not achieved

in the second experiment. In sum, results show that, in a experiment between humans and non-humans, Haar, known for its

simplicity [4], might not grant the appropriate description to each problem. Vaidyanathan and Beylkin are specific for audio

[4], and so, the results for textual data are justifiable. This is of great interest due to the fact that many previous papers used

Daubechies and Haar wavelets. Results show that Coiflets 6, Coiflets 12, and Daubechies 4 achieved a good median and almost

had a symmetric result considering that these three did not produce outliers.

In relation to the classifiers, we present results in Table 5 for experiment 1 and in Table 6 for experiment 2. Both tables contain

the results of the five top and worst classifications, in terms of mean accuracy.
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Fig. 4. Wavelets and accuracy.
Accuracies higher than 87% were achieved when distinguishing between human, cyborg, and bot accounts. Random Forest

is one of them, achieving 88.7% accuracy along with median at 89.0% and maximum at 94.0%. Along with 88% mean accuracy,

we have MLP, producing good results. We consider it a suitable result for OSN situations because Random Forests need only the

raising cost and MLPs, after being trained, can also readjust their weights. In our case, the best MLPs, in terms of accuracy, are

simple architectures, which keep the computational cost of the proposed approach suitable for the OSN scenario.

For Table 6, in experiment 2, Random Forest was not present in the top results (mean: 96.6%, standard deviation: 1.19%,

median: 97%, maximum: 100%, minimum: 93%) but reached the maximum result with a specific set (binning: 32, weighting

scheme: LBCA, wavelet: Daubechies 4). Simple architectures, as in experiment 1, obtained better results and stability, as the

standard deviations in Table 6 show. Results are also suitable in experiment 2 for OSN scenarios.

Another important observation is in experiment 2, which separates the instances into humans and non-humans. This would

be useful for Sentiment Analysis, which would benefit from retrieving only human accounts. In some particular cases, such as the

Random Forest that was not present in the top 7, it had 96% mean accuracy and 100% of maximum accuracy in a classification task

of humans and non-humans. It also had the best results from: binning, weighting scheme, wavelet along support, and classifiers.

The classification in experiment also obtained a good result in terms of false positive, as can be seen in Table 7. The separability

between humans an non-humans in experiment 2 achieved results more accurate than in experiment 1.

Analysing every result at once, we propose some settings composed of the most appropriate combinations in Table 7. These

combinations take into consideration not only a single setting that achieved a very high result just once, but also require each

part of its setting to have obtained a good result in previous discussions. Thus, in Table 7, the weighting schemes used are only

ARRU and LBCA (for which both the standard deviaton and mean accuracy were good), the wavelets used are mostly Daubechies
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Table 6

Classificator results for Experiment 2.

Approach Mean (%) Std. Dev. (%) Median (%) Max. (%) Min. (%)

Top MLP[7-11-1] 97.0 1.31 97.5 98.0 94.0

MLP[8-4-1] 97.0 1.69 97.0 99.0 93.0

MLP[7-7-1] 96.9 1.32 97.5 98.0 94.0

MLP[8-16-1] 96.9 1.81 97.0 99.0 93.0

MLP[7-4-1] 96.9 1.29 97.0 98.0 94.0
a Random Forest 96.6 1.19 97.0 100.0 93.0

Bottom MLP[35-35-1] 90.8 2.41 91.0 95.0 87.0

MLP[35-35-1] 90.8 2.41 91.0 95.0 87.0

MLP[35-70-1] 90.7 2.31 91.0 95.0 87.0

MLP[35-53-1] 90.7 2.37 91.0 95.0 87.0

MLP[38-38-1] 90.7 2.94 90.0 96.0 86.0

a Exceptional case for Random Forest.

Table 7

Best settings.

Bins Weight Wavelet Class. Prec. (%) FPR (%)

(Exp. I) 16 LBCA Coiflet 6 Random F. 94 6.3

8 LBCA Daubechies 4 Random F. 93 7.4

16 ARRU Daubechies 16 MLP[9-9-1] 92 8.6

16 ARRU Daubechies 8 MLP[9-5-1] 92 8.6

(Exp. II) 32 LBCA Daubechies 2 Random F. 100 0

32 ARRU Daubechies 32 MLP[8-8-1] 99 1.2

8 ARRU Coiflet 6 MLP[8-16-1] 99 1.2

16 LBCA Beylkin 18 MLP[7-7-1] 97 2.5

Fig. 5. Proposed setting for both experiments.
and Coiflets, the classifiers were mostly present in Tables 5 and 6 as top results. Therefore, we ensure that the settings proposed

in Table 7 are not only made up of parts that achieved higher results as outliers, but parts that always performed well in the

experiments.

In case both experimental scenarios are needed, we recommend: [binning: 32, weighting: LBCA, wavelet: Daubechies 4,

classifier: Random Forest]. In experiment 1, this setting achieved 91 and 100% in experiment 2, averaging 95.5% accuracy. We

recommend this setting because each of its parts appears in Table 7, on which is based our recommendation. Fig. 5 illustrates our

proposal.

The last discussion is about the computational complexity: we are concerned about the cost of each method used in this

paper. The binning step has a constant cost using the document as a vector. All the weighting schemes adopted, including LBCA,

depend only on counting and, therefore, have a linear cost. The WTs are linear, following [33]. Regarding the classifiers, Random

Forest costs O(T∗K∗N∗log(N)) where T is the number of trees, K is the number of features, and N is the number of samples [1].

MLP with Back-propagation, as used in this paper, works with a training time of O(W3), where W is the number of weights, and

works with O(W) after trained [43].

5. Conclusion

As presented in Section 1.1, there has been a developing concern about frauds in Online Social Networks (OSNs) in the litera-

ture. However, this paper is the first pure text mining approach and would be of interest to the community as it needs only text

and, thus, is applicable to any OSN.

As a proposal for a pure text mining solution for finding bot accounts in today’s OSNs, we developed a model that was tested

with many settings, as shown in Section 3. The features addressed for this research were presented in Section 2. Along with the

proposed approach, this paper presented a new weighting scheme—an essential step in many studies—which was fully supported

by results. Lastly, this same weighting scheme also contributes to the distinction between humans, cyborgs, and bots.

The main concern about the accuracy of the classification task was the computational complexity of each step of the process.

Therefore, our study has proven that good options of binning divisions are 8, 16 or 32, corresponding to interesting results

in terms of computational costs. Regarding weighting schemes, LBCA surpassed the techniques presented in the literature for
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experiments 1 and 2. In relation to the classifiers, the fact that smaller architectures obtained better results also reinforces our

expectations of keeping the computational cost of the proposed approach suitable for OSNs.

Therefore, the proposed approach obtained suitable results for OSNs. In terms of accuracy, we achieved a mean accuracy of

94% for classifying accounts, distinguishing between Humans, Cyborgs, and Bots. Another remarkable result was in the second

experiment, which classified the accounts into Humans and Non-Humans, the mean accuracy for this task being 100.0%. With

these experiments, we expect to contribute to the reduction of errors in OSNs and diminish the number of victims of frauds by

detecting whose are humans or not.

6. Future research

The main concern of this paper has been the OSNs and their purpose in society in terms of marketing and security. In this

respect, bots that are fraudulent need to be found in order to preserve the OSN. Thus, it would be interesting to analyse the

behaviour of the content produced by bots for fraud evaluation, improving the detection of spamming activities in OSNs.
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