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ABSTRACT
This paper is concerned with the problem of designing robust state derivative feedback control
laws in discrete time. The main contribution consists of a method for recasting a continuous time
state space model in the form of a discrete time model formulated in terms of the state derivative.
Uncertain input delays and parametric uncertainties in polytopic form can be propagated from the
original state space representation to the resulting state derivative model. Therefore, robust control
techniques originally developed for discrete time state space models can be directly employed to
design the statederivative feedback law. Three computational examples arepresented for illustration.
The first example highlights the importance of accounting for the effect of sampling in the design
procedure. More specifically, a linear quadratic regulation problem involving the state derivative is
addressed. The second example involves the design of a robust predictive controller in the presence
of input constraints and uncertain timedelay. Finally, the third example is concernedwith robust pole
placement in the presence of parametric uncertainty.

1. Introduction

State derivative feedback control has received significant
attention in the recent past, mainly in view of engineer-
ing applications where the state derivatives can be more
easily obtained as compared to the actual state variables.
Examples include active suspension devices (Reithmeier
& Leitmann, 2003; Silva, Assunção, Teixeira, & Cardim,
2013), driving assistance controllers (Fallah, Khajepour,
Fidan, Chen,&Litkouhi, 2013) and vibration suppression
systems (Abdelaziz & Valášek, 2004), including appli-
cations in landing gear components (Kwak, Washing-
ton, & Yedavalli, 2002), bridge cables (Duan, Ni, & Ko,
2005), and earthquake hazard mitigation (Yang & Li,
1991). In these cases, the state variables typically corre-
spond to displacements and velocities. However, in the
absence of an absolute position reference, the acceler-
ation values are easier to obtain (Yang and Li, 1991),
since they can be measured by inertial accelerometers.
The velocities and displacements can be estimated from
the measured accelerations by single and double integra-
tion, respectively. However, the accuracy of the estimated
displacements tends to be worse compared to the esti-
mated velocities (Abdelaziz & Valášek, 2004), due to the
propagation of errors associated to bias in the accelera-
tion measurements (Abdelaziz, 2013) and uncertainty in
the initial conditions for the integrators (Reithmeier &
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Leitmann, 2003). Therefore, instead of using a state feed-
back control law expressed in terms of displacements and
velocities, it may be more convenient to use state deriva-
tive feedback, which employs velocities and accelerations
and does not require the estimation of the displacements.

Several contributions concerning state derivative feed-
back have been reported in the control literature. A
pole placement method was proposed in Abdelaziz and
Valášek (2004), with extensions for multivariable sys-
tems presented in subsequent works (Abdelaziz, 2009;
Duan & Yu, 2008; Faria, Assunção, Teixeira, Cardim, &
Silva, 2009). A linear quadratic regulator (LQR) frame-
work was employed in Duan et al. (2005), Tseng and
Hsieh (2013). Robustness issues have also been the sub-
ject of much research effort. Abdelaziz (2012) proposed
an eigenstructure assignment method in which the avail-
able degrees of freedomwere used to improve the robust-
ness of the closed-loop system. A design method for
uncertain systems employing linear matrix inequalities
(LMIs) was presented in Assunção, Teixeira, Faria, Silva,
& Cardim (2007), with specifications on decay rate and
bounds on the output peak. Subsequent extensions of
this technique were concerned with D-stability specifica-
tions (Faria et al., 2009) and generalisations to descrip-
tor systems (Faria, Assunção, Teixeira, & Cardim, 2010).
Less conservative LMI conditions were developed in
Silva, Assunção, Teixeira, Faria, and Buzachero (2011),
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Silva, Assunção, Teixeira, and Buzachero (2012) by
using parameter-dependent Lyapunov functions. LMI
formulations for time delay systems have also been
reported (Amri, Soudani, & Benrejeb, 2011; Jing, Shen,
Dimirovski, & Jiang, 2009).

It is worth noting that most research efforts have been
devoted to the design of continuous time controllers. To
the authors’ knowledge, the discrete time design of state
derivative feedback controllers was only considered in
Cardim, Teixeira, Faria, and Assunção (2009) and Rossi,
Teixeira, Galvão, and Assunção (2013). The approach
adopted in these two works consisted of first designing
a digital state feedback controller by conventional means
and then obtaining an equivalent digital state derivative
feedback control law. However, such an equivalence was
only valid for the nominal case, i.e. by considering a
perfect match between the design model and the actual
plant dynamics. In fact, a subsequent investigation (Rossi,
Galvão, Teixeira, & Assunção, 2015) revealed that the
resulting state derivative feedback controllermay actually
have worse robustness properties compared to the orig-
inal state feedback controller. As an example, the state
derivative feedback controller in Rossi et al. (2015) was
found to be less robust with respect to the introduction of
time delay at the plant input. Within this scope, the lack
of methods for direct design of robust discrete time state
derivative feedback controllers is still an important gap in
the literature.

In this context, the main contribution of the present
paper consists of a method for recasting a continuous
time state space model in the form of a discrete time
model formulated in terms of the state derivative. The
resulting model can be employed in a straightforward
manner for the design of state derivative feedback con-
trollers in discrete time, by using standard state space
design techniques. Moreover, uncertain input delays and
parametric uncertainties in polytopic form can be prop-
agated from the original state space representation to the
state derivative model, which allows the use of tools for
robust control design.

For illustration, the proposed model formulation is
employed in three computational examples involving
well-known control design methods. The first example
highlights the importance of accounting for sampling
effects in the state derivative control law, by comparing
LQRs designed with the continuous time model and the
proposed discrete time model. A vibration suppression
system is employed for illustration. In the second exam-
ple, the same system is used to illustrate the design of
robustmodel predictive control (RMPC) laws in the pres-
ence of input constraints and uncertain time delay. This
second example is of particular interest within the con-
text of robust state derivative feedback. In fact, to the best

of the authors’ knowledge, previous continuous time for-
mulations were not capable of explicitly enforcing con-
straints on the control amplitude. Finally, the third exam-
ple is concerned with robust pole placement for an active
car seat suspension system in the presence of parametric
uncertainty.

The remainder of this paper is organised as follows.
Preliminary assumptions on the plant model are pre-
sented in Section 2, together with some details regard-
ing the adopted discrete time notation. Section 3 states
the main result involving the proposed discrete time state
derivative model. The three illustrative design examples
are presented in Section 4. Finally, concluding remarks
are given in Section 5.

2. Preliminaries and notation

Consider a system described by a continuous time model
of the form

ẋ(t ) = �cx(t ) + �cu(t ) (1)

where x(t ) ∈ R
n is the state vector, u(t ) ∈ R

m is the con-
trol input and�c ∈ R

n×n, �c ∈ R
n×m are constant matri-

ces, with �c non-singular.

Remark2.1: The invertibility of�c is a standard assump-
tion in the state derivative feedback literature, as can
be seen for instance in Abdelaziz and Valášek (2004),
Assunção et al. (2007), Duan et al. (2005), and Moreira
et al. (2010).

Assume that the system is to be controlled by using
sampled measurements of the state derivative ẋ(kT ), k ∈
Z, where T is the sampling period. Moreover, consider
that a zero order hold is employed to keep the control u(t)
constant between sampling times, i.e.

u(t ) = u(kT )+, (kT )+ ≤ t ≤ (k + 1)T (2)

The superscript + in (2) is employed to indicate that
the control is updated immediately after the state deriva-
tive is measured at each sampling time, as in Rossi et al.
(2013). The use of this notation is illustrated in Figure 1.

Therefore, the state derivative of the system (1) at time
t = kT is given by

ẋ(kT ) = �cx(kT ) + �cu((k − 1)T )+ (3)

Inwhat follows, definitionswill be denoted by the sym-
bol �. The notation Co{•} will represent the convex hull
of a set of vertices described in {•}. A diagonal matrix will
be denoted by diag{•}, with the diagonal elements indi-
cated in {•}. The squared norm of a vector x weighted by
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Figure . Update of the control input u(t) at the sampling times.

a positive definite matrix S of compatible dimensions will
be denoted by ||x||2S = xTSx.

3. Main result

Since the control is kept constant between sampling
times, as in Equation (2), the model (1) can be discretised
as (Franklin, Powell, & Workman, 1998)

x((k + 1)T ) = �x(kT ) + �u(kT )+ (4)

with

� = e�cT =
∞∑
j=0

(�c)
j T

j

j!
(5)

� =
∫ T

0
e�cτ�c dτ =

∞∑
j=0

(�c)
j T ( j+1)

( j + 1)!
�c (6)

The lemma below states a well-known result concern-
ing the commutativity of matrices � and �c.

Lemma3.1: Let� be given by (5). The product ofmatrices
� and �c is commutative, i.e.

��c = �c� (7)

Proof: The proof can be easily derived by using the power
series expansion of e�cT in (5). �

The following theorem shows that themodel (4) can be
reformulated in terms of the derivative of the state ẋ(kT )

and the control input, in a suitable form for use in discrete
time control design.

Theorem 3.1: Let ẋ(kT ) denote the derivative of the state
at sampling time t = kT, immediately before the control
update. The discrete time model (4) can then be recast into
the following form:

ξ ((k + 1)T ) = Aξ (kT ) + Bu(kT )+ (8)

with ξ (kT ) ∈ R
n+m, A ∈ R

(n+m)×(n+m) and B ∈
R

(n+m)×m defined as

ξ (kT ) �
[

ẋ(kT )

u((k − 1)T )+

]
(9)

A =
[

� −��c
0 0

]
, B =

[
��c
I

]
(10)

where 0 and I denote a matrix of zeros and an identity
matrix of appropriate dimensions, respectively.

Proof: In view of (1), the state derivative at time t = kT,
immediately before the control update, is given by Equa-
tion (3), which is reproduced here for clarity:

ẋ(kT ) = �cx(kT ) + �cu((k − 1)T )+ (11)

By replacing k with k + 1 in (11), one obtains

ẋ((k + 1)T ) = �cx((k + 1)T ) + �cu(kT )+ (12)

From (4) and (12), it follows that

ẋ((k + 1)T ) = �c�x(kT ) + (�c� + �c)u(kT )+

(13)
Assuming that �c is non-singular (as stated in Sec-

tion 2), Equation (11) can be rewritten as

x(kT ) = �−1
c ẋ(kT ) − �−1

c �cu((k − 1)T )+ (14)

From (13) and (14), one obtains

ẋ((k + 1)T ) = �c��−1
c ẋ(kT )−�c��−1

c �cu((k − 1)T )+

+ (�c� + �c)u(kT )+ (15)

As stated in Lemma 3.1, the product of matrices� and
�c is commutative, and thus

�c��−1
c = ��c�

−1
c = � (16)

Therefore, from (16) and (15), it follows that

ẋ((k + 1)T ) = �ẋ(kT ) − ��cu((k − 1)T )+

+ (�c� + �c)u(kT )+ (17)

On the other hand, in view of (5) and (6) one can
write

�c� = �c

⎛
⎝ ∞∑

j=0

(�c)
j T ( j+1)

( j + 1)!
�c

⎞
⎠

=
⎛
⎝ ∞∑

j=0

(�c)
( j+1) T ( j+1)

( j + 1)!

⎞
⎠�c =

⎛
⎝ ∞∑

j=1

(�c)
j T

j

j!

⎞
⎠�c

= (� − I)�c = ��c − �c (18)
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and thus, from (17) and (18):

ẋ((k + 1)T ) = �ẋ(kT ) − ��cu((k − 1)T )+

+ ��cu(kT )+ (19)

Finally, by using ξ (kT) defined in (9), Equation (19)
can be rewritten as (8) with the A, B matrices given in
(10). �
Remark 3.1: The representation (8) derived in Theorem
1 can be employed to design control laws of the form:

u(kT )+ = Fξ (kT ) (20)

where F ∈ R
m×(n+m) is a feedback gainmatrix. It is worth

noting that (20) can be regarded as a dynamic state
derivative feedback expression, because ξ (kT) includes
the past control value u((k − 1)T)+. However, the design
of the gain matrix F can be carried out through standard
discrete time state space methods and does not require
the choice of a particular structure for the controller. In
the examples presented in Section 4, it is assumed that
the control task starts at time k = 0 and thus the control
law is initialised with u( − T)+ = 0.
Remark 3.2 (Uncertain time delay at the plant
input): Consider a model of the form (1) with known
matrices �c, �c and an uncertain time delay τ , i.e.

ẋ(t ) = �cx(t ) + �cu(t − τ ) (21)

For simplicity, assume that τ = dT, where d is an
uncertain integer value in a given range [0, d̄]. Therefore,
(21) can be discretised as x((k + 1)T) = �x(kT) + �u((k
− d)T), with � and � as in (5) and (6), respectively. The-
orem 1 can then be used to obtain the following discrete
time state derivative model:

ẋ((k + 1)T ) = �ẋ(kT ) − ��cu((k − d − 1)T )+

+ ��cu((k − d)T )+ (22)

which can be recast into the form of a polytopic model,
with vertices associated to the possible values of d (Huang
&Wang, 2009; Rossi & Galvão, 2014). The case of differ-
ent delays for each input variable can be treated in a sim-
ilar manner, with vertices associated to the possible delay
combinations. Uncertainties in both the time delay and
the model matrices �c, �c can be handled through the
use of more elaborate formulations, such as the method
proposed in Ding, Xie, and Cai (2008) for the case of state
feedback.
Remark 3.3 (Polytopic uncertainties): Consider a
model of the form (1), with matrices �c and �c subject
to polytopic uncertainties, i.e. (�c, �c) ∈ ��c,�c , where
��c,�c is a polytope with known vertices (�c, i, �c, i),
i = 1, 2, …, N. Moreover, let �i = e�c,iT and assume
that the sampling period T is sufficiently small so that

the quadratic and higher order terms in the power series
expansion of e�c,iT can be neglected in the uncertainty
representation (Colombo Junior, Afonso, Galvão, &
Assunção, 2016). Matrices (�, �c) will then lie in a poly-
tope��,�c with vertices (�i,�c, i), i= 1, 2, …,N. Finally,
in view of the product between � and �c in (10), the (A,
B) matrices in (8) will belong to a polytope with N2 ver-
tices, which are associated to the cross-products between
the vertices �i, i = 1, 2, …, N, and �c, j, j = 1, 2, …,
N. An alternative uncertainty description for matrix �

could also be derived by taking into account higher order
terms in the power series expansion of e�cT , as proposed
in Braga, Morais, Tognetti, Oliveira, and Peres (2013).
However, the approach described herein leads to simpler
design procedures and can be appropriate to meet closed
loop specifications, as will be illustrated in Section 4.3.

4. Examples

This section presents three computational examples of
control design employing the discrete time state deriva-
tive representation (8) derived in Theorem 1.

4.1 Example 1: Discrete time linear quadratic
regulator

This first example illustrates the convenience of taking
into account the effect of sampling when designing a con-
trol law with state derivative feedback for discrete time
implementation. For this purpose, the proposed repre-
sentation (8) derived in Theorem 1 will be used to design
a discrete time linear quadratic regulator (DLQR), which
will be comparedwith a LQRdesigned in continuous time
(Duan et al., 2005; Tseng & Hsieh, 2013) and emulated in
discrete time.

The plant under consideration is a vibration suppres-
sion system, consisting of two massesm1 andm2 coupled
by a spring-damper device (stiffness k2 and damping b2),
with an additional spring and damper between m1 and
the ground (stiffness k1 and damping b1), as described
by Abdelaziz and Valášek (2004). The plant dynamics can
be represented by a continuous time state equation of the
form (1) with the following state vector x(t) and model
matrices �c, �c (Abdelaziz & Valášek, 2004):

x(t ) =

⎡
⎢⎢⎣
x1(t )
x2(t )
ẋ1(t )
ẋ2(t )

⎤
⎥⎥⎦ , �c =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1

−k1−k2
m1

k2
m1

−b1−b2
m1

b2
m1

k2
m2

−k2
m2

b2
m2

−b2
m2

⎤
⎥⎥⎦ ,

�c =

⎡
⎢⎢⎣

0
0

− 1
m1
1
m2

⎤
⎥⎥⎦ (23)
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Figure . Open-loop response of the vibration suppression system.

where x1 and x2 denote the vertical displacements of
masses m1 and m2, respectively, and ẋ1 and ẋ2 denote
the corresponding velocities. The control input u is the
force provided by an actuator between the two masses.
The model parameters adopted herein werem1 = 100 kg,
m2 = 10 kg, k1 = 360 kN/m, k2 = 36 kN/m, b1 = 70Ns/m
and b2 = 50 Ns/m, as in Abdelaziz and Valášek (2004).
For illustration, Figure 2 presents the open loop response,
starting from the initial condition x(0) = [0.05m 0.05m
0.2m/s 0.2m/s]T.

The problem consists of designing a feedback control
law employing the state derivative ẋ, which comprises the
vertical velocities ẋ1, ẋ2 and accelerations ẍ1, ẍ2.

A continuous time LQR controller can be designed by
minimising a quadratic cost function Jlqr of the form

Jlqr =
∫ ∞

0

[||ẋ(t )||2S + ||u(t )||2R
]
dt (24)

where S ∈ R
n×n, R ∈ R

m×m are positive definite weight
matrices and ẋ(t ), u(t) are related through the continu-
ous time model (1). It is assumed that matrix �c is non-
singular, as discussed in Remark 2.1. Under this assump-
tion, letG = �−1

c andH = −�−1
c �c. The optimal control

is then given by u(t ) = Flqrẋ(t ) with gain Flqr calculated
as

Flqr = −R−1HTP (25)

where P is the positive definite solution of the following
Riccati equation:

PG + GTP − PHR−1HTP + S = 0 (26)

Details regarding the solution of this state derivative
LQR problem can be found, for instance, in Duan et al.
(2005); Tseng and Hsieh (2013).

In this example, the cost function weights were set to S
= diag(1, 1, 1, 1) and R= 0.02. TheMatlab R© Control Sys-
tem ToolboxTM was employed to solve the Riccati equa-
tion (26) and calculate the gainmatrix Flqr as in (25), with
the following result:

Flqr = [
199.6 −363.9 −0.76 −2.34

]
(27)

For discrete time implementation, the LQR controllerwas
emulated by making

u(kT )+ = Flqrẋ(kT ) (28)

and keeping the control u(t) constant between sampling
times, as in (2). It is worth noting that the value of the
sampling period T was not taken into account in the cal-
culation of Flqr, since the design was based on a continu-
ous time formulation.

Figure 3 presents the closed-loop responses of the dis-
placements x1, x2, accelerations ẍ1, ẍ2 and control input
u, with two different sampling periods (T = 0.01 s in
Figure 3(a) and T = 0.04 s in Figure 3(b)). The displace-
ments are shown for better clarity, but it is worth recall-
ing that the control law employs the velocities and accel-
erations. As can be seen in Figure 3(a), the LQR control
law emulated with T = 0.01 s improves the damping of
the oscillations compared to the open-loop response in
Figure 2. On the other hand, for T = 0.04 s (Figure 3(b)),
the closed-loop system becomes unstable. This result can
be ascribed to the effect of sampling, which was not taken
into account in the LQR design.
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Figure . Closed-loop responses: LQR emulated with sampling period (a) T= . s and (b) T= . s.

In order to account for the effect of sampling, a DLQR
controller can be designed by using the proposed discrete
time state derivative model (8), with ξ (kT) given by

ξ (kT ) = [
ẋ1(kT ) ẋ2(kT ) ẍ1(kT ) ẍ2(kT ) u((k − 1)T )+ ]T

(29)

and A, B as in (10). In this case, the problem consists of
minimising a quadratic cost function Jdlqr of the form

Jdlqr =
∞∑
k=0

[||ξ (kT )||2S + ||u(kT )+||2R
]

(30)

with positive definite weight matrices S, R. The optimal
control is given by u(kT)+ = Fdlqrξ (kT), with gain Fdlqr
calculated as (Lewis & Syrmos, 1995):

Fdlqr = −(BTPB + R)−1(BTPA) (31)

where P is the positive definite solution of the following
Riccati equation:

ATPA − P − (ATPB)(BTPB + R)−1(BTPA) + S = 0(32)

For comparison with the LQR results presented above,
the DLQR cost function weights were set to S= diag(1, 1,
1, 1, 0.01) and R= 0.01. Since the augmented state vector

ξ (kT) in (29) includes the past control value u((k− 1)T)+,
the control weight 0.02 adopted in the LQR design was
equally divided into R and the last diagonal element of S.

It is worth noting that the A, B model matrices
employed in the DLQR design depend on the sampling
period T. Therefore, different DLQR gain matrices were
obtained forT= 0.01 s andT= 0.04 s. TheMatlab R© Con-
trol System ToolboxTM was employed to solve the Riccati
equation (32) and calculate the gainmatrixFdlqr as in (31).
The results obtained forT= 0.01 s and T= 0.04 s are pre-
sented in (33) and (34), respectively:

Fdlqr(T=0.01s) = [101.8 −221.6 −0.074 −2.70 0.27]
(33)

Fdlqr(T=0.04s) = [71.6 −108.7 −0.29 −3.33 0.33]
(34)

The resulting closed-loop responses with T = 0.01 s
as shown in Figure 4(a) and T = 0.04 s as shown in
Figure 4(b). As can be seen by comparing Figure 3(a) and
Figure 4(a), the LQR andDLQR results are similar forT=
0.01 s. On the other hand, the DLQR controller preserves
the stability of the system for T = 0.04 s (Figure 4(b)),
whereas the emulated LQR does not (Figure 3(b)).

It is also worth noting that the proposed discrete time
model (8) could be employed to predict the unstable
behaviour resulting from the use of the emulated LQR
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Figure . Closed-loop responses: DLQR with sampling period (a) T= . s and (b) T= . s.

withT= 0.04 s. In fact, in view of (8), (9), (28), the closed-
loop dynamics of the sampled system can be described
by a state equation of the form ξ ((k + 1)T ) = (A +
BF̄lqr)ξ (kT ), where

F̄lqr =
[
Flqr
0

]
(35)

Figure 5 presents the closed-loop poles obtained
with the DLQR and emulated LQR control laws, which

correspond to the eigenvalues ofA+BFdlqr andA + BF̄lqr,
respectively. As shown in Figure 5(a), the two control laws
result in similar closed-loop poles for T = 0.01 s, which
is in agreement with the similar responses in Figure 3(a)
and Figure 4(a). However, by increasing the sampling
period toT= 0.04 s, one of the closed-loop poles obtained
with the emulated LQR controller leaves the unit circle in
Figure 5(b), which explains the unstable behaviour seen
in Figure 3(b). In contrast, the closed-loop poles obtained
with the DLQR formulation remain inside the unit circle
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Figure . Closed-loop poles obtained with the DLQR and emulated LQR controllers using (a) T= . s and (b) T= . s.
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Figure . Closed-loop responses: NMPC controller (a) without and (b) with the imposition of input constraints.

in Figure 5(b), and thus stability is preserved, as seen in
Figure 4(b).

4.2 Example 2: Robustmodel predictive control

This second example illustrates the use of discrete time
state derivative feedback within a robust model pre-
dictive control (RMPC) framework. More specifically,
the classic LMI-based RMPC formulation proposed by
Kothare, Balakrishnan, and Morari (1996) is employed
(see Appendix 1). In all the simulations, the LMI tools
of the Matlab R© Robust Control ToolboxTM were used to
solve the semidefinite programming problem involved
in this formulation. The plant under consideration is
the same vibration suppression system described in Sec-
tion 4.1, with a sampling period T = 0.01 s and initial
condition set to x(0)= [0.05m 0.05m 0.2m/s 0.2m/s]T.

In what follows, a predictive controller will be ini-
tially designed for the nominal case, in which there are
no uncertainties in the plant model. This case will be
employed to illustrate the imposition of constraints on the
control amplitude. The design of the controller will then
be extended to account for an uncertain time delay at the
plant input, in addition to the control constraints.

As discussed in Section 4.1, the discrete time state
derivative model for the plant can be written as ξ ((k +
1)T) = Aξ (kT) + Bu(kT)+, with ξ (kT) given by (29).
The formulation presented in Appendix 1 can then be

used with ξ (kT), A, B in place of x(kT), �, �, respec-
tively. In this case, a single vertex is employed in the
LMIs. The cost function weights were set to S = diag(1,
1, 1, 1, 0.01) and R = 0.01. Henceforth, this control
law will be termed NMPC (Nominal Model Predictive
Control).

As can be seen in Figure 6(a), the resulting closed-loop
response is identical to the response obtained with the
DLQR controller (Figure 4(a)). Indeed, as discussed in
Kothare et al. (1996), in the absence of constraints and
model uncertainty, the LMI-based predictive control for-
mulation is equivalent to a DLQR control law with the
same cost weights. However, in the general case (involv-
ing constraints and/or model uncertainty) the predictive
control law will be nonlinear, because a new gain matrix
F is calculated at each sampling time on the basis of the
feedback measurements.

To illustrate the imposition of control constraints, the
simulation was repeated after including control bounds
of±500N in the NMPC formulation. The results are pre-
sented in Figure 6(b), with horizontal dotted lines indicat-
ing the bounds on the control input. As can be seen, the
constraints were properly enforced, at the cost of a slight
increase in the amplitude of the displacements and accel-
erations. It is worth noting that the control constraints
were satisfied without the need to modify the cost func-
tion weights. This simplification in the design procedure
is an advantage of the predictive control approach over
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Figure . Closed-loop response: NMPC controller, plant with input time delay (d= ).

the DLQR formulation regarding the control of systems
with input constraints.

It will be now assumed that the plant input is subject to
an uncertain time delay of up to d̄ = 2 sampling periods.
The input delay has a destabilising effect in the NMPC
control loop, as shown in Figure 7, which justifies the
design of an RMPC controller.

For this purpose, the delay uncertainty can be handled
as described in Remark 3.2, by casting the discrete time
model into the form v((k + 1)T) = Avv(kT) + Bvu(kT)+,
with v(kT) given by

v(kT ) = [ ẋT (kT ) u((k − 1)T )+ u((k − 2)T )+ u((k − 3)T )+ ]T

(36)

and

Av =

⎡
⎢⎢⎢⎢⎣

� (λ1 − λ0)��c (λ2 − λ1)��c −λ2��c
0 0 0 0
0 1 0 0
0 0 1 0

⎤
⎥⎥⎥⎥⎦ ,

Bv =

⎡
⎢⎢⎣

λ0��c
1
0
0

⎤
⎥⎥⎦ (37)

In this case, (Av , Bv ) belongs to a polytope �v with three
vertices (Av1, Bv1), (Av2, Bv2), (Av3, Bv3), which corre-
spond to the values (1, 0, 0), (0, 1, 0) and (0, 0, 1) for
(λ0, λ1, λ2) in (37). This uncertain model can be used

in the RMPC formulation presented in Appendix 1, with
v(kT),Av , Bv in place of x(kT),�,�, respectively. Follow-
ing the rationale discussed in Section 4.1 regarding the
division of the control weights into the S and Rmatrices,
the RMPC controller was implemented with S = diag(1,
1, 1, 1, 0.005, 0.005, 0.005) and R = 0.005.

As can be seen in Figure 8, by using the RMPC for-
mulation, similar results are obtained in the absence
(Figure 8(a)) or in the presence (Figure 8(b)) of the input
delay, which corroborates the robustness of the controller.
It is worth noting that the control amplitude constraint is
properly enforced in both cases, as shown in the bottom
plots of Figure 8.

4.3 Example 3: Regional pole placement

This third example illustrates the use of the proposed rep-
resentation (8) derived in Theorem 1 for discrete time
design of a state derivative feedback control law in the
presence of parametric uncertainties. For this purpose,
the classic LMI approach for regional pole placement pro-
posed by Chilali and Gahinet (1996) is employed (see
Appendix 2).

The plant under consideration is an active suspension
system for a car seat, with a car massMc and a seat-plus-
driver massms, as described by Faria et al. (2009). Passive
shock absorbers in the car body (stiffness k1 and damping
b1) and driver seat (stiffness k2 and damping b2) provide
partial attenuation of vertical vibrations caused by irregu-
larities on the ground. The control variables consist of two
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(b) Plant with input time delay (d = 2)
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Figure . Closed-loop responses: RMPC controller, (a) plant without and (b) with input time delay d= .

forces u1 and u2, which are generated by actuators at the
suspension mechanisms of the car and seat, respectively.

The plant dynamics can be described by a continuous
time state equation of the form (1)with the following state
vector x(t) andmodelmatrices�c,�c (Faria et al., 2009):

x(t ) =

⎡
⎢⎢⎣
x1(t )
x2(t )
ẋ1(t )
ẋ2(t )

⎤
⎥⎥⎦ , �c =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1

−k1−k2
Mc

k2
Mc

−b1−b2
Mc

b2
Mc

k2
ms

−k2
ms

b2
ms

−b2
ms

⎤
⎥⎥⎦ ,

�c =

⎡
⎢⎢⎣

0 0
0 0

− 1
Mc

− 1
Mc

0 1
ms

⎤
⎥⎥⎦ (38)

where x1 and x2 denote the vertical displacements of
masses Mc and ms, respectively, and ẋ1 and ẋ2 represent
the corresponding velocities. Themodel parameters were
adopted as in Faria et al. (2009): Mc = 1500 kg, 70 kg �
ms � 120 kg (assuming a seat mass of 20 kg and an uncer-
tain driver mass ranging from 50 to 100 kg), k1 = 4 ×
104 N/m, k2 = 5× 103 N/m, b1 = 4× 103 Ns/m and b2 =
5× 103Ns/m. Therefore, themodel is of the form (1)with
(�c, �c) � Co{(�c, 1, �c, 1), (�c, 2, �c, 2)}, where ms = 70
kg for (�c, 1, �c, 1) andms = 120 kg for (�c, 2, �c, 2).

The open-loop responses of the system with the
extreme mass values ms = 70 kg as shown in Figure 9(a)

Table . Eigenvalues of the continuous time
model vertices, with corresponding damping
ratios (ζ ), natural frequencies (ωn) and natural
oscillation periods Tn = π /ωn.

Eigenvalues ζ ωn(rad/s) Tn(s)

�c,  −.± j. . . .
−.± j. . . .

�c,  −.± j. . . .
−.± j. . . .

andms = 120 kg as shown in Figure 9(b). The initial con-
ditions were set to x(0) = [0.2m 0.1m 0m/s 0m/s]T.

Table 1 presents the eigenvalues of matrices �c, 1 and
�c, 2, as well as the corresponding damping ratios (ζ ),
natural frequencies (ωn) and natural oscillation periods
Tn = 2π /ωn. As can be seen, the plant has two second-
order modes, with dynamic features that depend on the
uncertain driver mass. For discrete time control pur-
poses, the sampling period was chosen as T = 0.10 s,
which is approximately 10 times smaller than the smallest
Tn value in Table 1.

In light of Theorem 1, the resulting discrete time plant
model can be cast into the form ξ ((k + 1)T) = Aξ (kT) +
Bu(kT)+, with A, B as in (10) and

ξ (kT ) = [ ẋ1(kT ) ẋ2(kT ) ẍ1(kT ) ẍ2(kT ) u((k − 1)T )+ ]T

(39)
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Figure . Open-loop responses of the active suspension system with (a)ms =  kg and (b)ms =  kg.

Figure 10(a) presents the open-loop poles of the dis-
crete time model (i.e. the eigenvalues of A), obtained by
varying the parameter ms in the range [70, 120] kg. It
is worth noting that there is a double pole at the origin,
which is associated to the two rows of zeros (one for each
component of the input vector u) in the structure of the
Amatrix defined in (10).

The pole placement problem considered herein con-
sists of designing a control law of the form u(kT)+ =
Fξ (kT), so that the closed-loop poles are placed in a
desired allocation region for any value of the uncertain
parameter ms. More specifically, in order to improve the
transient response of the system, it would be convenient

to obtain larger damping ratios ζ and bring the poles
closer to the origin. For this purpose, the allocation region
was chosen as a circle of radius r = 0.3 centred at (0.4, 0)
(depicted as a thick line in Figure 10 b).

The gain matrix F was obtained by using the LMI
approach of Chilali and Gahinet (1996) described in
Appendix 2, with ξ (kT), A, B in place of x(kT), �, �,
respectively. It is worth noting that the uncertainty in
the parameter ms affects both �c and �c, as can be seen
in (38). Therefore, as discussed in Remark 3.3, the (A,
B) matrices belong to a polytope with N2 = 4 vertices
formed from the pairwise combinations of �1, �2 and
�c, 1, �c, 2. A feasible solution to the LMIs involved in the
allocation problem was obtained by using the Robust
Control ToolboxTM function ‘feasp’, as in Mao and Chu
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Figure . (a) Open-loop poles of the discrete time state derivative model for the active suspension system. The dotted lines correspond
to curves of constant damping ratio ζ . (b) Closed-loop poles, with the boundary of the allocation region indicated as a thick line. The
closed-loop poles for the extreme values of the uncertain parameter (ms =  kg andms =  kg) are shown as insets.
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Figure . Closed-loop responses for the active suspension system with (a)ms =  kg and (b)ms =  kg.

(2009). As a result, the following gain matrix F was
obtained:

F = 103 ×
[ −7.3006 2.7291 −0.8821 −0.2866 0.0007 0.0047

−0.1593 −0.2561 0.0354 −0.0387 −0.0000 0.0007

]

(40)

Figure 10(b) shows the closed-loop poles (eigenvalues
of A + BF), again obtained by varying the parameter ms
in the range [70, 120] kg. The closed-loop poles for the
extreme values of the uncertain parameter (ms = 70 kg
andms = 120 kg) are presented as insets. As can be seen,
all the poles are inside the circle of radius r = 0.3 cen-
tred at (0.4, 0) as desired. A comparison with Figure 10(a)
reveals that the closed-loop poles are indeed closer to
the origin, with larger damping ratios ζ . The closed-loop
responses forms = 70 as shown in Figure 11(a) andms =
120 as shown in Figure 11(b). As can be seen, the closed-
loop systempresents better transient responses compared
to the open loop system (Figure 9), with suppression of
the oscillations and reduction in the settling time.

5. Conclusion

This paper presented amethod for recasting a continuous
time state space model into the form of a discrete time
model formulated in terms of the state derivative. Uncer-
tain input delays andpolytopic parameter uncertainties in

the original state space representation can be propagated
to the resulting state derivative model, and thus standard
state space techniques can be employed to design robust
control laws using discrete time state derivative feedback.

For illustration, three computational examples involv-
ing classical design techniques were presented. The first
example highlighted the importance of accounting for
the effect of sampling when designing a state derivative
feedback controller for discrete time implementation, as
opposed to the simple emulation of a continuous time
control law. More specifically, the example involved the
design of LQRs for a vibration suppression system. In
this case, the discrete time emulation of the LQR con-
troller resulted in an unstable control loop, whereas the
DLQR controller directly designed with the discrete time
model derived inTheorem1 resulted in a stable loop,with
better damping compared to the open loop response. In
the second example, a RMPC formulation was employed
with the same vibration suppression system, in order to
handle amplitude constraints and uncertain time delay in
the control input. As a result, the closed-loop system was
robustly stabilised and the input constraints were prop-
erly enforced. This example is of particular interest within
the context of robust state derivative feedback, because
previous continuous time formulations were not capable
of explicitly enforcing constraints on the control ampli-
tude. In the third example, the closed-loop poles of an
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active car seat suspension system were robustly placed
inside a desired circle in the complex plane, in the pres-
ence of uncertainty in the driver’s mass.

Future studies could be concerned with the validation
of the proposed formulation in experimental settings.
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Appendices

Appendix 1 Robustmodel predictive control (Kothare
et al., 1996)

Consider a discrete time model of the form

x((k + 1)T ) = �x(kT ) + �u(kT ), (A1)

where x(kT ) ∈ R
n, u(kT ) ∈ R

m are the state and input
vectors at time kT. Matrices (�,�) are assumed to belong
to a polytope�with known vertices (�i, �i), i= 1, 2, …,
N. Moreover, let J�(k) denote the following infinite-
horizon cost function:

J∞(k) =
∞∑
j=0

[||x((k + j)T |kT )||2S

+ ||u((k + j)T )|kT )||2R
]

(A2)

where S ∈ R
n×n and R ∈ R

m×m are positive-definite
weight matrices and (•|kT) denotes a predicted value,
which is computed on the basis of the information avail-
able at time kT, with x(kT|kT) = x(kT).

In view of the uncertainty in (�, �), the optimal con-
trol problem to be solved at each kT can be formulated
as

min
u((k+ j)T |kT ), j≥0

max
(�,�)∈�

J∞(k) (A3)

subject to input constraints of the form

|ur((k + j)T |kT )| ≤ ur,max, r = 1, 2, . . . ,m, j ≥ 0(A4)

where ur, max denotes the bound on the magnitude of the
rth input variable.

TheRMPCapproach proposed byKothare et al. (1996)
consists of solving the following semidefinite program-
ming (SDP) problem to minimise an upper bound γ on
the cost J�(k):

min
γ ,Q>0,X,Y

γ (A5)

subject to

[
Q x(kT )

∗ 1

]
≥ 0 ,

⎡
⎢⎢⎣
Q 0 0 �iQ + �iY
∗ γ I 0 S1/2Q
∗ ∗ γ I R1/2Y
∗ ∗ ∗ Q

⎤
⎥⎥⎦ ≥ 0,

i = 1, 2, . . . ,N (A6)
[
X Y
∗ Q

]
≥ 0 , Xrr ≤ u2r,max, r = 1, 2, . . . ,m (A7)

where the symbol * is used to represent the elements
below the main diagonal of a symmetric matrix and Xrr
denotes the rth element in the main diagonal of X.

The control action at time kT is then given by u(kT)=
Fx(kT), with F = YQ−1. At time (k + 1)T, a new matrix F
is obtained by solving the SDP problem with state x((k +
1)T) instead of x(kT) in the LMI (A6). It can be shown that
the resulting closed-loop system will be robustly asymp-
totically stable, provided that the SDP problem is initially
feasible (Kothare et al., 1996).

Appendix 2 Regional pole placement (Chilali &
Gahinet, 1996)

Consider a discrete time model of the form (A1), with
polytopic uncertainty described as in Appendix 1. More-
over, letD be a region in the complex plane described by

D = {z ∈ C | α + zβ + z̄βT < 0} (B1)
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where z̄ denotes the complex conjugate of z and α, β are
(p × p) matrices of real-valued coefficients, with α sym-
metrical.

As shown in Chilali and Gahinet, 1996, if there exist
matrices X = XT ∈ R

n×n and L ∈ R
m×n such that the

following LMIs are satisfied:

α ⊗ X + β ⊗ (�iX + �iL) + βT ⊗ (�iX + �iL)T < 0,
i = 1, . . . ,N (B2)

X > 0 (B3)

then a control law of the form u(kT) = Fx(kT), with F =
LX−1, will place the closed-loop poles inside D, for any

(�, �)� �. (The symbol� denotes the Kronecker prod-
uct of matrices.)

A particular case consists of placing the closed-loop
poles inside a circle of radius r and centre (χ0, 0), i.e.D =
{z = (χ + jν) | (χ − χ0)

2 + ν2 < r2}. For this purpose,
Schur’s complement can be used to rewrite the inequality
(χ − χ0)2 + ν2 < r2 as

[ −r −χ0 + z
−χ0 + z̄ −r

]
< 0 (B4)

which can be cast into the form α + zβ + z̄βT < 0 of
(B1), with α and β given by

α =
[ −r −χ0

−χ0 −r

]
, β =

[
0 1
0 0

]
(B5)
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