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A time-dependent density functional theory study is performed to reveal the excited state absorp-
tion (ESA) features of distyrylbenzene (DSB), a prototype π-conjugated organic oligomer. Starting
with a didactic insight to ESA based on simple molecular orbital and configuration considera-
tions, the performance of various density functional theory functionals is tested to reveal the full
vibronic ESA features of DSB at short and long probe delay times. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4993216]

I. INTRODUCTION

Over the past 20 years, pump-probe spectroscopy (PPS)
has evolved as an exceedingly powerful tool to analyze the
photophysics in complex systems, in particular of natural and
artificial light harvesting as well as of organic optoelectronics,
whose functionalities are all based on aggregated conjugated
organic materials.1–4 Meanwhile, PPS is becoming a wide-
spread turn-key like technique, which covers the UV to IR
spectral range with widely tunable pump wavelength, time-
resolution from milliseconds (ms) down to femtoseconds (fs),
and high sensitivity, and matrix-based data analysis methods5

have, in some cases, allowed the complete analysis of ele-
mentary transfer processes by identifying single species PPS
spectra and their evolution in time.3,4,6,7 The sensitivity of the
technique has been pushed far enough so that PPS is now
routinely used for the detection of elementary loss channel
in lasing materials8 and organic solar cells under operational
conditions.6,9,10

One general difficulty in the analysis of PPS is spectral
congestion caused by a multitude of optical probes from var-
ious photoexcited states such as singlet, triplet, and charged
states. In order to quantify the photoexcitation dynamics,
these optical probes often need to be obtained by addi-
tional, dedicated experiments (such as chemically sensitiz-
ing triplet states11 or electrically generating charged states in
the sample under consideration12). These additional neces-
sary experiments make the whole procedure time-consuming
and tedious, reducing the usefulness of PPS in the optimiza-
tion of optoelectronic materials and devices. Here, quantum
chemistry could provide useful input. This concerns band

a)Authors to whom correspondence should be addressed: milian@uv.es and
johannes.gierschner@imdea.org

positions, spectral shapes (number of expected bands and
vibronic coupling), and overall oscillator strengths (to obtain
concentrations from time-resolved spectra via Lambert-Beer’s
law).

Quantum-chemical calculations of conjugated molecules
(and, to some degree, even of their assemblies), i.e., of ground
and excited state geometries and vibrations, as well as of
ground state absorption (GSA) and photoluminescence (PL)
electronic transitions along with their vibronic couplings are
done nowadays with good to reasonable accuracy prior to
or accompanying the experimental studies.13–16 On the other
side, the calculation of excited state absorption (ESA) spec-
tra is much less explored.17 This is partly due to the fact
that the respective algorithms (based on quadratic response
(QR) functions) have been developed merely within a lim-
ited number of quantum-chemical methodologies, and have
been implemented only in a few quantum-chemical program
packages that require some expert knowledge. For these rea-
sons, the number of computational ESA studies on conju-
gated molecules is quite limited,18,19 while the application of
QR towards the calculation of two-photon absorption (TPA)
is more frequently found in the literature.20–22 Furthermore,
didactic approaches to understand the constituting factors
of the excitations are rather missing; methodology tests are
scarce, and more advanced studies, i.e., on vibronic coupling
in ESA spectra or the treatment of molecular assemblies have
not been carried out until now.

It is the motivation of the present study to fill this gap.
For this we have selected a medium-sized molecule, distyryl-
benzene (DSB, see Fig. 1), being one of the working horses
of optical spectroscopy. In fact, both GSA and PL spec-
tra,23 as well as ESA spectra at different probe delay times
are fully known from experiment in solution24,25 and in the
solid state.26,27 GSA and PL spectral positions of DSB were
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FIG. 1. Experimental spectra of DSB in solution. Red
line: PL (in dioxane). Blue line: GSA (in dioxane). Green
line: ESA at 1.1 µs delay time (in toluene by sensitization
with benzophenone, 355 nm).25 Magenta line: ESA at
0.4 ps delay time (in dioxane; see Sec. II for details).

well reproduced by the time-dependent density functional the-
ory (TD-DFT),28,29 and vibronic coupling was investigated in
an atomistic manner in fluid and solid solutions (including
temperature effects)30 as well as in crystals.31 We will there-
fore calculate GSA and ESA spectra of DSB at the TD-DFT
level of theory, providing a reasonable compromise between
accuracy and cost efficiency for medium size molecules. In
any case, the number of functionals available for ESA cal-
culations in the program package used (Dalton) is limited,
so we decided for the BHLYP functional, which performs
reasonably well for the calculation of allowed GSA transi-
tions for different types of conjugated molecules of different
sizes;13 B3LYP and its long-range corrected variant CAM-
B3LYP were used for comparison (the latter is known to
perform similarly well as BHLYP for the calculation of tran-
sition between the ground and first excited singlet state S0

→ S1).13

We will begin with a didactic insight to S1 → Sn ESA
to understand the rather simple structure of the experimen-
tal spectrum in solution (Fig. 1); for this we will start from
the molecular orbitals (MOs) and mono-electronic configu-
rations, to demonstrate the mandatory need for configuration
interaction (CI) in the proper calculation of ESA; this makes
ESA more sensitive to the methodology compared with the S0

→ S1 GSA of DSB. We will therefore test the performance of
the various TD-DFT functionals for S1 → Sn and show that
BHLYP (and CAM-B3LYP) works reasonably well for this
purpose, allowing for a proper state assignment in the experi-
mental ESA spectra. We will then assign T1 → Tn transitions
and give evidence for the occurrence of D0→Dn transitions of
radical cations. We will further prove that the remarkably small
spectral bandwidth of the main S-S ESA peak is indeed a result
of small geometrical reorganization, which can be understood
from the topologies of the MOs involved. The full calcula-
tion of the vibronics allows for a detailed understanding of
the complex ESA spectra by the assignment of vibronic side
bands. Finally, we will calculate the vertical transitions of a
small aggregate of DSB as a model for the solid state, compare
this with the experiment, and reveal the electronic character of
the relevant ESA transition.

II. METHODS
A. Calculations

Within the TD-DFT methodology, the transition energies
(and transition dipoles) of GSA are obtained as the poles and

residues of linear response (LR) functions, while ESA are
obtained as those of the quadratic response (QR).32 Differ-
ent to LR, only few programs have implemented QR in their
codes. For this reason, GSA and ESA were analyzed with
different programs. All geometry optimizations (ground and
excited singlets, triplets, and cationic states geometries) as well
as LR calculations were done in GAUSSIAN 09,33 while ESA
calculations were conducted with DALTON 2016,34 which
was already used earlier for this purpose.18 For (TD)DFT cal-
culations of GSA electronic transitions, the results depend
largely on the functional employed, while little is known on
ESA; for TPA spectra on the other hand, CAM-B3LYP was
already suggested earlier.21,22 We therefore chose to verify
the performance on ESA for a number of popular functionals
with different amounts of Hartree-Fock exchange, i.e., B3LYP
(20%),35,36 BHLYP (50%),37 as well as the long-range cor-
rected CAM-B3LYP functional.38 All calculations were done
in vacuum, imposing C2h symmetry,23,39 and employing the
6-311G* basis set. In order to analyze the vibronic couplings,
the program FCclasses was employed, including Duchin-
sky rotation in the distorted, displaced harmonic oscillator
model.40 To calculate the room temperature solution spectra
from the stick spectra, a Gaussian convolution was used to
account for the dynamic and static contributions of solvent
polarizability fluctuations, which is of Gaussian shape due to
its statistical nature; here a typical half-width at half maxi-
mum of 0.1 eV was applied.30,41 To account for the thermal
population of low frequency (in particular of torsional) modes,
which are widely different in S0 and S1, for floppy molecules as
DSB, an exponential convolution G(ν) = exp{�hν/(D � 1)kT}
was applied to the absorption spectrum with D = 5.5, while
for the emission, this is of minor importance; for a detailed
discussion and rationalization, see Ref. 30. Analysis of GSA,
PL, and ESA of DSB aggregates was performed using a her-
ringbone arrangement (H-aggregation), in which we used the
previously DFT-optimized DSB molecules to place them in
the intermolecular arrangement found in the X-ray analysis of
DSB single crystals.42 GSA of dimers was calculated using the
BHLYP, CAMB3LYP, and wB97XD functionals. Calculations
for a cluster of four DSB molecules were done (BHLYP) to
check the size effects on the cluster’s optical properties. ESA
calculations (BHLYP) were done for the dimers.

B. Experiment

The fs transient absorption spectra of DSB were
(re)measured (in dioxane) to enable quantitative extraction
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of peak areas. The spectra have been obtained with a regen-
eratively amplified system at 1 kHz repetition rate (Clark-
MXR CPA2101). The 775 nm pulses were split into two
parts: one part was frequency doubled using a lithium tri-
borate crystal (pump pulses) and the other part was focused
onto a 3 mm CaF2 plate on a rotating mount, producing a
fs white light super continuum from 320 to 760 nm (probe
pulses). The probe pulses were focused onto the sample (about
150 µm diameter) and overlapped with the pump pulse (about
500 µm diameter), the delay time of which was controlled via
a mechanical translation stage and corner cube. After trans-
mission through the sample, the probe pulses were sent to a
prism spectrometer (Entwicklungsbüro Stresing GmbH) with
a Si CCD array (512 pixels). Data acquisition and modeling
was done by custom-built Python software, using open source
packages Matplotlib, PyQt4, SciPy, and Pyserial, among
others.

III. RESULTS AND DISCUSSIONS
A. MOs and configurations

The experimental GSA and PL spectra, as well as the ESA
spectra at short (20 ps) and long probe delay times (1.1 µs)25

of DSB in solution at room temperature are shown in Fig. 1.
The GSA spectrum is largely dominated by a broad, some-
what structured band, centered at 3.52 eV, which is known
to originate from the S0(11Ag) → S1(11Bu) electronic tran-
sition,30 and which essentially corresponds to the transition
from the highest occupied to the lowest unoccupied molec-
ular orbital (HOMO→ LUMO). The reason for the virtually
mono-configurational description and the dominating intensity
(oscillator strength f ) of 11Ag → 11Bu in the GSA spectrum
is readily seen in the MO diagram and the resulting scheme
of mono-electronic configurations Φi (Fig. 2); here, Φ1, i.e.,
the HOMO → LUMO excitation, is well separated from Φi

(i > 1), thus keeping CI very small;43 at the same time, the
intensity is high due to the delocalized character of HOMO
and LUMO. The next configurationsΦ2 andΦ3 are symmetry
forbidden (Ag), giving rise to two electronic states as linear

combinations with almost equal coefficients but opposite sign
(alternant pairing). All higher configurations (Φi, i > 3) are
energetically very close to their neighbors so that CI is always
very strong; this results in high contributions of localized MOs
(i.e., HOMO�n, LUMO+n with n > 1) of the resulting states
in all cases, being thus rather small in intensity, in all ratio-
nalizing the dominance of the S0 → S1 transition in the GSA
spectrum.

For the ESA spectrum originating from S1, the electronic
situation exhibits consequently a very different character com-
pared with the GSA. All transitions are expected to show
strong CI, see Fig. 2; for this reason, a pronounced depen-
dency of the energies (and ordering) of the final states and
their intensities on the applied theoretical methodology is
anticipated. In any case, the principal features of the ESA
spectrum originating from S1 (11Bu, which essentially corre-
sponds to Φ1; vide supra) are quite obvious from the MOs
and configurations in Fig. 2. The first accessible configu-
rations Φ2 and Φ3 are symmetry allowed (Ag) and formed
by delocalized MOs, i.e., HOMO�1→LUMO, HOMO
→ LUMO+1 and nearly degenerate (Fig. 2). Linear combina-
tion (a1 ·Φ2 ± a2 ·Φ3) results in S2(21Ag) and S3(31Ag) states,
where one (+) has to carry high oscillator strength f, while in
the other one (�) f has to be small. All higher excitations Si

(i > 3) involve localized occupied and/or unoccupied MOs,
and are thus rather low in intensity, which is, in particular,
true for DSB; for these reasons, the singlet ESA spectrum
is expected to be dominated by one intense peak as indeed
seen in the experimental spectrum at short pump-probe delay
times.

B. Singlet transitions

The performance of the TD-DFT functionals were first
tested on the main GSA band S0 (11Ag)→ S1(11Bu). BHLYP
gives a vertical transition energy of 3.65 eV (Table I), which
compares reasonably well with the experimental band max-
imum (3.52 eV, Fig. 1), taking into account the missing
bathochromic solvent shift in the calculation (amounting
to ca. �0.24 eV).23 CAM-B3LYP performs similarly well

FIG. 2. Electronic and optical proper-
ties of DSB according to DFT cal-
culations (BHLYP). (a) Energies and
topologies (isosurface value 0.03 a.u.) of
the four highest (lowest) (un)occupied
MOs. (b) Configuration diagram of the
allowed (blue arrows) and forbidden
(red arrows) one-electron excitations.
(c) Resulting singlet state diagram with
vertical (grey) and adiabatic (black)
transitions.
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TABLE I. Most prominent absorption bands in the GSA (A1) and ESA spectra (PAi): experimental band maxima
Emax,exp, band assignment, calculated vertical transition energies Evert (BHLYP), oscillator strength f, and CI
description (coefficients and relative weights are in parentheses ).

Emax, exp (eV) Assignment Evert (eV) f CI description

A1 3.52 S0(11Ag)→ S1(11Bu) 3.65 1.92 H→ L (0.69, 96%)a

PA1 1.67 S1(11Bu)→ S3(31Ag) 1.45 0.63 H→ L + 1 (�0.59, 71%)
H-1→ L (0.36, 26%)

PA2 2.54b T1(13Bu)→ T4(23Ag) 2.85 2.37 H(α)→ L(α) (0.71, 51%)
H(β)→ L(β) (�0.68, 47%)

PA3 2.08b D0(12Bg)→ D2(22Bu) 2.33 1.36 H � 1(α)→ H(α) (0.84, 76%)
H � 1(α)→ L + 1(α) (�0.29, 9%)
H(β)→ L(β) (0.25, 6%)

aH = HOMO, L = LUMO; in D0, the HOMO is only singly occupied.
bRef. 25.

(3.67 eV), whereas B3LYP somewhat underestimates the band
(3.18 eV), see the supplementary material.

The main band in the experimental ESA spectrum at short
probe delay times (PA1) is centered at 1.67 eV (see Fig. 1),
followed by a small broad shoulder at around 1.8 eV, simi-
lar to what was reported earlier.24 Due to the agreement of the
PA1 dynamics with the measured PL lifetime in solution,23 the
band should originate from a S-S transition. At the BHLYP
level, the band is assigned to S1(11Bu) → S3(31Ag), calcu-
lated at Evert = 1.45 eV (f = 0.63), see Table I. This is indeed
the only strong singlet ESA in agreement with our simple
configuration-based considerations made above. At the CAM-
B3LYP level, the main band is found at 1.51 eV (f = 0.80),
while B3LYP gives only 0.68 eV and f = 0.28 (it should be
noted that the CI descriptions for the latter is quite different
from BHLYP; see Table I and the supplementary material). The
underestimation of ESA transitions by B3LYP agrees with a
former study on oligofluorenes;18 here, a possible contribution
might arise from the missing double excitations in the TD-DFT
scheme.

From the PPS spectrum at fast delay times in Fig. 1, we
can calculate the experimental ratio of the oscillator strengths
of the PA1 and the stimulated emission (SE) bands by com-
paring the integral spectral weights of these bands. We find
a ratio f (PA1)/f (SE)exp = 1.0 ± 0.2, while the corresponding
ratio in Table I is rBHLYP = f (PA1)/f (A1) = 0.33. This number
depends on the employed functional (rB3LYP = 0.15, rCAM-B3LYP

= 0.43); however, there is a general tendency to underestimate
the strength of the PA1 band for all functionals. We highlight
that in the experiment, the integral f (S1→S0) can be underesti-
mated by possible superposition with higher energetic excited
state absorptions, not accounted for in the simulations; how-
ever, these possible contributions cannot account for a factor
of three as required to match the data in Table I. Moreover,
our data show that SE (caused by the S1 → S0 transition)
and ground state bleach (GB, caused by the S0 → S1 tran-
sition) have approximately the same integral spectral weight,
which speaks against a strong superposition with high ener-
getic ESA bands in this spectral region. The underestimation
of the PA1 intensity by the tested functionals exhibits a system-
atic correlation with the underestimation of its energy (B3LYP
>> BHLYP > CAM-B3LYP; vide supra), and limits the appli-
cation of these functionals for the quantitative prediction of

ESA spectra. For qualitative predictions however, the perfor-
mance of BHLYP and CAM-B3LYP might be sufficient (as
already remarked for the calculation of TPA spectra),21,22 in
particular keeping in mind the simple structure of the spectrum
with one intense peak.

A remarkable feature of PA1 in the ESA spectrum is the
small bandwidth compared with A1 in the GSA spectrum (see
Fig. 1). This suggests very different geometrical reorganiza-
tion upon electronic excitation, which can be obtained from
the vertical and adiabatic transition energies by Ere = Evert

� Ead. For A1 in the GSA spectrum, the experimental Ere

is 0.26 eV;30 the calculated value (BHLYP) gives a similar
result with 0.31 eV. The substantial Ere upon S0 → S1 excita-
tion is particularly seen in the vinylene unit by a lengthening
(shortening) of the double (single) bond (Table II) due to the
pronounced change in the electronic structure when going
from the bonding π-type HOMO to the π*-type LUMO, see
Fig. 2. As shown earlier,30,44 for the same reason, the room tem-
perature PL spectrum (11Bu→ 11Ag) is better structured than
the GSA spectrum (Fig. 1), since the shortening of the single
bonds in S1 steepens the torsional potential around these bonds
compared to S0; upon thermal population, this asymmetrically
broadens the GSA, which can be described by an exponential
convolution.30 Taking this into account, the BHLYP calculated
PL and GSA vibronic spectra (Fig. 3) give indeed a reasonable
agreement with the experiment (Fig. 1), similar to earlier HF
CIS calculations.30

The geometrical reorganization for PA1 was calculated
to Ere = 0.02 eV (BHLYP), indeed much smaller than in
A1. This reflects the small changes of the bond lengths in

TABLE II. Bond length in relevant electronic states (BHLYP): inner and
outer phenyl-vinyl bonds ri, ro; vinyl double bond rDB, see Fig. 1.

ri (Å) ro (Å) rDB (Å)

S0 (11Ag) 1.46 1.46 1.33
S1 (11Bu) 1.41 1.43 1.37
S3 (31Ag) 1.41 1.41 1.38
T1 (13Bu) 1.42 1.40 1.43
T4 (23Ag) 1.41 1.41 1.39
D0 (12Bg) 1.43 1.44 1.37
D2 (12Au) 1.40 1.41 1.40

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-019727
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-019727
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FIG. 3. DFT-calculated GSA and ESA full vibronic spectra of DSB
(BHLYP): stick spectra and convoluted spectra (Gaussian half-width 0.1 eV;
to account for solvent effects); the GSA spectrum was additionally convo-
luted with an exponential function to account for the thermal population of
low frequency out-of-plane modes (see Sec. II).30

the vinylene units when going from S1 to S3 (Table II);
the resulting potential curves of the singlet states projected
along this coordinate are found in the supplementary material.
Also for PA1, we calculated the full coupling of all vibra-
tional modes to the electronic transition, see Fig. 3. Besides
the apparent “0–0” band at 1.38 eV, a small vibronic side-
band at 1.59 eV (“0–1”) is revealed with an effective Huang-
Rhys factor of S = I0–1/I0–0 = 0.031. This is very similar to
the appearance of the experimental spectrum in Fig. 1. We
thus assign the shoulder in the latter (i.e., at around 1.8 eV)
mainly to the apparent 0–1 subband of S1→S3; it should be
however noted that a higher electronic state of low intensity
was calculated in this region (S1→S6 with Evert = 1.88 eV,
f = 0.04, Ere = 0.15 eV; for details on the Sn manifold see
the supplementary material) which might equally contribute
here.

C. Triplet and polaronic transitions

At long probe delay times, several features are visible
in experiment. Most prominent is the band at 2.54 eV (PA2;
see Fig. 1). Following the most probable assignment by sen-
sitization experiments,25 we calculated the T-T transitions by
BHLYP, which resulted in only one band with considerable
oscillator strength (f = 2.37), i.e. T1(13Bu) → T4(23Ag) at
2.85 eV (Table I and the supplementary material), reproduc-
ing the experimental band position in an acceptable way; for
CAM-B3LYP, 2.80 eV is obtained, whereas for B3LYP, the
transition is found at 2.10 eV. One of the reasons for the
deviation from the experiment might be due to spin con-
tamination in the calculations (see the supplementary mate-
rial), being a rather common effect in triplet calculations with
DFT.45,46

The pronounced, structured background of the ESA spec-
trum cannot originate from further allowed T-T transitions,
since no other transitions with significant oscillator strength
were predicted. In the higher energy part, the features at
2.65 eV in the experimental spectrum might be partially due
to vibronics. Indeed, the calculated full vibronic spectrum of
PA2 (T1 → T4) in Fig. 3 reveals clear sidebands, quite similar
to the experiment (Fig. 1).

We further calculated the absorption of the radical cations,
following the tentative assignment in Ref. 25 for the peak at
2.08 eV (PA3; Fig. 1) based on the oxygen effect. Indeed,
BHLYP gives an intense transition in this spectral region,
i.e., D0(12Bg) → D2(22Bu) at Evert = 2.33 eV (f = 1.36); the

D0 → D1 transition on the other side, calculated at 1.45 eV
and f = 0.61 (see the supplementary material) is apparently
outside the experimentally accessible range. It is worth point-
ing out that the spin contamination is not negligible here as
well, see the supplementary material. Compared with the T-T
absorption, the D-D absorption is weak in the experimental
ESA spectrum. This indicates that the radical cation is a minor
species (as expected); its relative concentration can be esti-
mated from the absorbances E of the PAi bands (i = 2,3) as x
= E3 · (f2 + f3)/((E2 +E3) · f3) ≈ 0.4. The calculated pronounced
vibronic sidebands (Fig. 3) are seen as the major source for
the broad background in the 2.2–2.5 eV range of the experi-
mental spectrum; thus, in all, the ESA spectrum at long delay
times is indeed mainly composed of one T-T and one D-D
transition.

D. DSB aggregates

Based on the reasonable computational results for the
ESA spectra of DSB in solution, a qualitative computational
approach to the ESA spectra in the solid state was envis-
aged. It was shown in the past, that in single crystals41,47

as well as in nanoparticles (NP) or vapor-deposited films,23

nearest neighbors DSB molecules arrange side-by-side with
their long axes, whereas the short axes are inclined, giving an
edge-to-face (herringbone) assembly (see inset of Fig. 4) with
H-aggregation excitonic features of the GSA spectrum.23,48 It
is well-known from literature that the theoretical description
of GSA features of molecular excitons in the medium coupling
regime, as it is the case for DSB, requires the consideration of
long-range interactions to properly reproduce the experimen-
tally observed exciton couplings.49 Large cluster calculations
are however not feasible for ESA spectra at the moment due to
the limitations of the program. In any case, qualitative issues, in
particularly on the question of the number of intense absorption
bands are expected to be properly answered. In experiment, the
GSA spectrum of small NPs of DSB reveals one intense peak
in the near UV at 4.20 eV, hypsochromically shifted by 0.7 eV
against solution,23 which is assigned to the upper exciton band
edge (H-band),48 whereas at the red side of the spectrum, the
lowest visible feature is found at 3.12 eV.23 In the ESA spec-
trum at short delay times, one prominent band is observed
at around 1.6 eV,50 very similar to the result in the dilute
solution.

FIG. 4. Main GSA and ESA vertical transitions for a dimer of DSB as calcu-
lated at the DFT (BHLYP) level (Gaussian half-width of 0.25 eV); the inset
shows the nearest neighbor arrangement as obtained from the single crystal
x-ray analysis.
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Vertical transitions of the GSA spectrum were calculated
for a dimer and tetramer arrangement. The most intense tran-
sition of the dimer (S0→ S3) is calculated at the BHLYP level
to 3.80 eV (CAMB3LYP: 3.75 eV; S0→ S2, and wB97XD;51

3.82 eV; S0 → S2 see the supplementary material), and for
the tetramer, 3.85 eV (S0 → S4) is obtained. The transition
reveals significant charge transfer (CT) contributions, see the
supplementary material. The spectral shift against the single
molecule (3.65 eV; Table I) is significantly smaller than in
experiment; this might be partially due to the missing solvent
effect in the single molecule calculation, but also due to the
missing long-range interactions and polarizability effects in
the small clusters. In any case, the size consistency seems
to be sufficient to make qualitative statements for the fol-
lowing ESA spectra based on the dimer calculations. The
calculated S-S ESA spectrum is dominated by a single peak
at 1.65 eV (S1 → S8) very similar to the experimental spec-
trum, where the similarity of the energetic position with the
isolated molecule can be traced back to the localized character
of the excitation giving essentially the same electronic transi-
tion as in the monomer. In the triplet ESA spectrum, the most
intense peak is calculated at 2.77 eV (T1→ T14), slightly red-
shifted to what is observed in our results for a single molecule
(2.84 eV).

IV. CONCLUSIONS

Ground and excited state absorption spectra (GSA, ESA)
were calculated by TD-DFT for DSB, being an experimentally
well studied model compound for organic optoelectronics.
The principle features of the singlet GSA and ESA spectra
with one strong dominating peak can be understood on the
basis of a simple MO and configuration picture. However,
while the main GSA is shown to be essentially a mono-
electronic excitation (HOMO → LUMO), the ESA features
suffer from strong CI, making TD-DFT calculations more vul-
nerable against variations in the functional. Within the rather
limited range of functionals available for the ESA calcula-
tions, B3LYP could not be recommended according to the
present study, while BHLYP and CAM-B3LYP performed
qualitatively well; quantitatively, however, the performance of
both functionals (in terms of energies and oscillator strengths
of singlet and triplet ESA transitions) clearly calls for fur-
ther improvements. Our full vibronic calculations revealed
the essential details of the ESA spectra of DSB in solution
at short and long probe delay times, assigning the S-S, T-T,
and D-D transitions, elucidating the origin of strongly varying
bandwidths, and proving the vibronic nature of the sidebands
observed. Finally, a qualitative approach to thin film spectra
gave a reasonable agreement with the experiment, stressing
the need for supramolecular approaches for the calculation of
solid state ESA for systems in the medium exciton coupling
regime.

The results presented herein can be qualitatively extended
to other conjugated systems, in particular to polymers by
extrapolation. In poly-3-hexylthiophene (P3HT) for instance,
the simple structure of ESA spectra is preserved, as shown
in the paper just published during the revision of the current
manuscript.52 In any case, our own (unpublished) calculations

on P3HT reveal an increasingly complex CI description with
longer chain length due to smaller energetic separations in
the MO manifold with longer chain length. Moreover, the
error as observed here for DSB is becoming more sincere
similar to the case of GSA energies,13,16 due to the known
inherent overestimation of delocalization in DFT function-
als with low to medium Hartree-Fock exchange. Further steps
ahead are a proper inclusion of double excitations for medium-
and large-sized molecules, as well as the lateral extension
of molecular assemblies to correctly account for long-range
interactions.

SUPPLEMENTARY MATERIAL

See supplementary material for more details on the GSA
and ESA computational results.
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