Analytical solutions to the Stefan problem with internal heat generation
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A differential equation modeling the Stefan problem with heat generation is derived. The analytical solutions compare very well with the computational results. The system reaches steady-state faster for larger Stefan numbers. The interface location is proportional to the inverse square root of the heat generation.

A B S T R A C T

A first-order, ordinary differential equation modeling the Stefan problem (solid–liquid phase change) with internal heat generation in a plane wall is derived and the solutions are compared to the results of a computational fluid dynamics analysis. The internal heat generation term makes the governing equations non-homogeneous so the principle of superposition is used to separate the transient from steady-state portions of the heat equation, which are then solved separately. There is excellent agreement between the solutions to the differential equation and the CFD results for the movement of both the solidification and melting fronts. The solid and liquid temperature profiles show a distinct difference along the interface early in the phase change process. As time increases, the changes in slope decrease and the temperature profiles become parabolic. The system reaches steady-state faster for larger Stefan numbers and inversely, the time to steady-state increases as the Stefan number decreases.

1. Introduction

Heat transfer driven by internal heat generation plays an important role in many engineering applications, including nuclear energy, systems involving joule or ohmic heating, geophysics and materials processing. Solid–liquid phase change, first described by Stefan [1] and known as the Stefan problem, is a nonlinear phenomenon, complicated by a time-dependent phase change interface. He solved the problem by assuming various temperature profiles and used the heat balance equation to determine the movement of the interface.

The Stefan problem is well-studied [2], and limited closed-form solutions exist. The text by Burmeister [3] provides an accessible similarity solution to the Stefan problem and shows that the phase change boundary increases as the square root of time. Yao and Prusa [4] review the heat transfer of freezing and melting, and Viskanta [5] discusses in detail solid–liquid phase change, specifically in metals. In many materials, a well-defined solidification front does not exist, but a so-called mushy zone, where the liquid and solid phases coexist. The mushy zone has been described by Worster [6].

The presence of internal heat generation further complicates the identification of a time-dependent solution. For materials which generate internal heat, very limited analytical or approximate solutions exist which relate the solidification or melting rate to the magnitude of the internal heat generation. Clearly the internal heat generation is coupled to the movement of the phase change front, accelerating melting and opposing solidification.

Chen et al. [7] proposed a simple transient conduction model with phase change in a material with internal heat generation using the lumped parameter technique and averaged properties. Their goal was to calculate the time when a nuclear fuel pin begins to melt as well as the time required to completely melt the fuel. Later, El-Genk and Cronenberg [8] used the successive approximation technique to study the effects of heat generation on the transient
freezing of molten nuclear fuel through a reactor shield plug. They found that their transient analysis was more accurate than previous steady-state analyses by more than a factor of two. For laminar flow of a fluid with internal heat generation in tubes, Kikuchi and Shigemasa [9] determined the heat transfer characteristics and calculated the Nusselt number and its behavior along the length of the tube. Numerical studies performed by Cheung et al. [10] detailed melting and freezing in a heat generating slab bounded by two semi-infinite cold walls. They stated that due to the highly nonlinear nature of the Stefan problem with internal heat generation, it was not feasible to seek even approximate analytical solutions. Chan et al. [11] described a phase change model where internal melting was induced by radiative transfer in semi-transparent materials. Chan and Hsu [12] used the enthalpy method to model the mushy zone in the phase change problem with uniform internal heat generation. They claimed that the mushy zone thickness increases as the solid melts. Crepeau and Siahpush [13] found approximate solutions to the Stefan problem with internal heat generation using quasi-static methods, valid for Stefan numbers less than one. Yu et al. [14] then compared those solutions to results from the computational analysis of Spotten [16] and showed good agreement for Stefan numbers less than one. Crepeau et al. [14, 15] then compared those solutions to results from the computational analysis of Spotten [16] and showed good agreement for Stefan numbers less than one. Yu et al. [17] used perturbation methods to solve the Stefan problem with internal heat generation, and showed good results for Stefan numbers less than one and reasonable results Stefan numbers one and higher. An and Su [18] used a lumped parameter model obtained through two-point Hermite approximations for integrals. They found excellent agreement with computational models using the enthalpy method. An et al. [19] used a finite difference technique to model the melting process, driven by internal heat generation, in a nuclear fuel rod. Shrivistava et al. [20] performed experimental studies of melting with internal heat generation and compared their results with computational modeling and showed favorable correlation.

2. Problem description

The solid–liquid phase change problem with internal heat generation in a symmetric, plane-wall geometry is considered. A schematic of the geometry, cut along the centerline is presented in Fig. 1. The phase change is driven by internal heat generation, \( q \), in both the solid and liquid phases. The temperature at which the phase change occurs, i.e., the fusion temperature, is denoted by \( T_m \), and the wall is held at a constant temperature, \( T_0 \), which is below the fusion temperature. The temperature gradient, by symmetry, at the centerline is equal to zero.

For the solution to the problem, the following assumptions were made: (1) the internal heat generation is constant and the same in both the solid and liquid phases; (2) the material properties in both phases are constant, uniform and equal; (3) heat is transferred solely by conduction and there is no convection in the liquid phase; and (4) the phase change occurs at a single, constant temperature, \( T_m \), so there is no mushy zone at the interface between the phases.

The governing equation in both the solid and liquid phases is given by the heat conduction equation [21],

\[
\frac{\partial^2 T(x, t)}{\partial x^2} + \frac{\dot{q}}{k} = \frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t} \quad 0 < x < \infty, \quad 0 < t < \infty
\]  
with the boundary and initial conditions in the liquid phase given by,

\[
\frac{\partial T_{liq}(0, t)}{\partial x} = 0 \quad T_{liq}(s(t), t) = T_m
\]  
and in the solid phase the boundary and initial conditions are,

\[
T_{sol}(s(t), t) = T_m \quad T_{sol}(0, t) = T_0
\]  

There is conduction heat transfer along the interface between the solid and liquid phases, as well as latent heat. The governing equation along the interface is given as [22],

\[
k_{liq} \frac{\partial T_{liq}(x, t)}{\partial x} \bigg|_{x=s(t)} + \rho \frac{\partial \Delta h_f}{\partial t} \frac{ds(t)}{dt} = k_{sol} \frac{\partial T_{sol}(x, t)}{\partial x} \bigg|_{x=s(t)}
\]  
The governing equations are then nondimensionalized in order to simplify the solution process. The following terms are introduced,

\[
\eta = \frac{x}{L} \quad \tau = \frac{at}{L^2} \quad \theta(\eta, \tau) = \frac{T(x, t) - T_0}{T_m - T_0} \quad \zeta(\tau) = s(t) / L
\]  

Here, \( \eta \) is the nondimensional distance, \( \tau \) is the Fourier number (nondimensional time), \( \theta(\eta, \tau) \) is the nondimensional temperature, \( \zeta(\tau) \) is the nondimensional distance from the centerline to the phase change front, \( St \) is the Stefan number of the solid, and \( Q \) is the nondimensional internal heat generation. By substituting these variables into the governing equations, the heat equation becomes,
Comparison of the exact, time-dependent solution (Eq. (28)) to the CFD solutions [15] for solidification in a plane wall geometry at a nondimensional heat generation.

In order to solve Eq. (9) the temperature profiles in the solid and liquid phases must be known. Since Eq. (1) is a nonhomogeneous partial differential equation the method of superposition is used to obtain steady-state and transient equations, which are then solved by separation of variables. The original equation is split into a homogeneous partial differential equation in \( \eta \) and \( \tau \), and a steady-state ordinary differential equation which are solved separately, then superposed to obtain a final solution to the original differential equation [23].

First, the liquid phase is considered. The temperature profile is separated into transient and steady-state profiles, 

\[
\theta_{\text{liq}}(\eta, \tau) = \theta_{\text{liq, tr}}(\tau, \eta) + \theta_{\text{liq, ss}}(\eta), \quad 0 \leq \eta \leq \zeta(\tau)
\]

Substituting Eq. (10) into Eq. (6) results in,

\[
\frac{\partial^2 \theta_{\text{liq, tr}}(\eta, \tau)}{\partial \eta^2} + \frac{\partial^2 \theta_{\text{liq, ss}}(\eta)}{\partial \eta^2} + Q = \frac{\partial \theta_{\text{liq, ss}}(\eta, \tau)}{\partial \tau}
\]

For the associated boundary and initial conditions, Eq. (10) is substituted into Eq. (7). The result is,

\[
\frac{\partial \theta_{\text{liq, ss}}(\eta, 0)}{\partial \eta} + \frac{d \theta_{\text{liq, ss}}(\eta)}{d \eta} = 0
\]

\[
\theta_{\text{liq, tr}}(\zeta(\tau), \tau) + \theta_{\text{liq, ss}}(\zeta(\tau)) = 1
\]

\[
\theta_{\text{liq, tr}}(\eta, 0) + \theta_{\text{liq, ss}}(\eta) = \Phi_{\text{liq}}(\eta)
\]

The transient and steady-state problems summed together must satisfy Eqs. (10)–(12). The governing equation of the transient portion of the problem is homogeneous and is given as,

\[
\frac{\partial^2 \theta_{\text{liq, tr}}(\eta, \tau)}{\partial \eta^2} = \frac{\partial \theta_{\text{liq, tr}}(\eta, \tau)}{\partial \tau}
\]

with boundary and initial conditions,

\[
\frac{\partial \theta_{\text{liq, tr}}(\eta, 0)}{\partial \eta} = 0, \quad \theta_{\text{liq, tr}}(\zeta(\tau), \tau) = 0,
\]

\[
\theta_{\text{liq, tr}}(\eta, 0) = \Phi_{\text{liq}}(\eta) - \theta_{\text{liq, ss}}(\eta)
\]

Subtracting Eq. (13) from Eq. (11) leaves the governing equation for the steady-state problem,
The transient portion of the temperature distribution in the liquid phase, Eqs. (13) and (14) can be solved using standard separation of variables techniques [24]. The resulting temperature profile is given as,

\[
\theta_{liq}(\eta, \tau) = \sum_{n=1}^{\infty} A_n \cos(k_n \eta) e^{-\frac{k_n^2 \tau}{2}} + \frac{1}{2} Q(z(\tau) - \eta^2) + 1
\]  

The sum of the transient and steady-state portions of the problem yields the original set of equations for the temperature profile in the liquid phase, Eqs. (11) and (12).

Integrating Eq. (15) twice and applying the boundary conditions produces the temperature distribution,

\[
\theta_{liq}(\eta) = \frac{1}{2} Q(z^2(\tau) - \eta^2) + 1
\]

Fig. 3. Temperature profiles during solidification with internal heat generation in a plane wall geometry for St = 0.01 (above), and St = 0.1 (below) at Q = 3.0. Note that the differences in slopes of the temperature profiles at the interface (\( \theta = 1 \)) between the solid and liquid phases diminish with increasing \( \tau \).
\[
\theta_{\text{sol}}(\eta, \tau) = \theta_{\text{sol,tr}}(\eta, \tau) + \theta_{\text{sol,ss}}(\eta), \quad \zeta(\tau) \leq \eta \leq 1
\]  

(19)

As before, the transient portion of the equation is given by,

\[
\frac{\partial^2 \theta_{\text{sol,s}(\eta, \tau)}}{\partial \eta^2} = \frac{\partial \theta_{\text{sol,s}(\eta, \tau)}}{\partial \tau}
\]

(20)

with the boundary and initial conditions,

\[
\theta_{\text{sol,tr}}(\zeta(\tau), \tau) = 0, \quad \theta_{\text{sol,tr}}(1, \tau) = 0, \quad \theta_{\text{sol,tr}}(\eta, 0) = \phi_{\text{sol}}(\eta) - \theta_{\text{sol,as}}(\eta)
\]  

(21)

The steady-state component of the nondimensional temperature is,

\[
\frac{d^2 \theta_{\text{sol,ss}}(\eta)}{d \eta^2} = -Q
\]

(22)

with boundary conditions,

\[
\theta_{\text{sol,ss}}(\zeta(\tau)) = 1, \quad \theta_{\text{sol,ss}}(1) = 0
\]  

(23)

Integrating Eq. (22) twice and applying the boundary conditions in Eq. (23) results in,

\[
\theta_{\text{sol,ss}}(\eta) = -\frac{1}{2} Q \eta^2 + \frac{1}{2} Q (\zeta(\tau)^2 - 1) (\eta - 1) + \frac{1}{2} Q
\]

(24)

For the transient component, Eq. (20) is solved using separation of variables similar to the liquid phase. The complete form of the temperature profile in the solid region is then,

\[
\theta_{\text{sol}}(\eta, \tau) = \theta_{\text{sol,tr}}(\eta, \tau) + \theta_{\text{sol,ss}}(\eta), \quad \zeta(\tau) \leq \eta \leq 1
\]

\[
\theta_{\text{sol}}(\eta, \tau) = \sum_{n=1}^{\infty} B_n \left[ -\tan(\lambda_n \eta) + \sin(\lambda_n \eta) \right] e^{-\lambda_n^2 \tau} - \frac{1}{2} Q \eta^2 + \frac{1}{2} Q (\zeta(\tau)^2 - 1) (\eta - 1) + \frac{1}{2} Q
\]

(25)

The boundary and initial conditions in Eq. (21) are,

\[
\theta_{\text{sol,tr}}(\zeta(\tau), \tau) = 0, \quad \theta_{\text{sol,tr}}(1, \tau) = 0, \quad \theta_{\text{sol,tr}}(\eta, 0) = \phi_{\text{sol}}(\eta) - \theta_{\text{sol,as}}(\eta)
\]

Integrating Eq. (22) twice and applying the boundary conditions in Eq. (23) results in,

\[
B_n = \frac{2 \cos^2(\lambda_n)}{1 - \zeta(\tau)} \int_0^1 \left| \phi_{\text{sol}}(\eta) - \theta_{\text{sol,as}}(\eta) \right| [-\tan(\lambda_n \eta) + \sin(\lambda_n \eta)] d\eta
\]

\[
\lambda_n = \frac{n \pi}{1 - \zeta(\tau)}, \quad n = 1, 2, \ldots
\]

Fig. 4. Temperature profiles during solidification with internal heat generation in a plane wall geometry for St = 1.0 (above), and St = 10.0 (below) at Q = 3.0.
With the time-dependent temperature profiles in the solid and liquid phases determined, the partial derivatives with respect to the nondimensional distance can be calculated and used in the interface equation, Eq. (9).

For the liquid region, Eq. (18), the temperature gradient is,

$$ \frac{\partial h_{\eta}(\eta, \tau)}{\partial \eta} \bigg|_{\eta=\varphi(\tau)} = \sum_{n=1}^{\infty} (-1)^n \lambda_n \eta^2 e^{-\lambda_n \eta^2} - Q(\tau) \quad (26) $$

where \( \lambda_n \) and \( \eta_n \) are given in Eq. (18).

For the solid region, Eq. (25), the temperature gradient is calculated as,

$$ \frac{\partial h_{\eta}(\eta, \tau)}{\partial \eta} \bigg|_{\eta=\varphi(\tau)} = \sum_{n=1}^{\infty} B_n \lambda_n \tan(\lambda_n \varphi(\tau)) \sin(\lambda_n \varphi(\tau)) + \cos(\lambda_n \varphi(\tau)) e^{-\lambda_n \varphi(\tau)} - Q(\tau) + \frac{1}{2} Q \varphi^2(\tau) - 1 \quad (27) $$

where \( B_n \) and \( \lambda_n \) are given in Eq. (25).

Substituting Eqs. (26) and (27) into the interface equation, Eq. (9) yields,

$$ \sum_{n=1}^{\infty} (-1)^n A_n \lambda_n e^{-\lambda_n \eta^2} + \frac{1}{St} \frac{d \varphi(\tau)}{d \tau} = \sum_{n=1}^{\infty} B_n \lambda_n \tan(\lambda_n \varphi(\tau)) \sin(\lambda_n \varphi(\tau)) + \cos(\lambda_n \varphi(\tau)) e^{-\lambda_n \varphi(\tau)} + \frac{1}{2} Q \varphi^2(\tau) - 1 \quad (28) $$

The initial conditions are dependent on whether the system is solidifying or melting. Eq. (28) governs the movement of the solid–liquid phase change front and its dependence on two parameters, the Stefan number, \( St \), and the nondimensional heat generation, \( Q \). It is an unusual equation in the sense that two of the terms are infinite series which exponentially decay in time. For fixed values of \( St \) and \( Q \), Eq. (28) can be integrated numerically, giving the behavior of the solid–liquid phase change front in time.

3. Results

Solutions to Eq. (28) are presented for both solidification and melting. The forward Euler integration method [25] was used to solve Eq. (28) with the appropriate boundary conditions. These solutions are then compared to computational fluid dynamics solutions [14,16]. From CFD, the energy equations were solved using ANSYS Fluent [26] for the phase change based on the enthalpy-porosity method described in Voller and Prakash [27]. The method used an implicit, standard pressure-based solver with an unsteady, first-order upwind technique which is typically adequate provided small time steps are used and smooth changes exist in the solution behavior. An iterative time advancement solver option was used since it provided a more stable solution convergence. A fixed grid was established initially, then refined. Further grid refinement did not alter the results. For additional details, see Spotten [16].

3.1. Steady-state

The steady-state solution of Eq. (28) is readily obtainable and is given by,

$$ \varphi(\tau \to \infty) = \sqrt{1 - \frac{2}{Q}} \quad (29) $$

This matches the steady-state value calculated previously using approximate methods [13]. It also gives the minimum value of \( Q (>2) \) for which melting occurs in this geometry.

3.2. Solidification

For the solidification process, at the outset, the material is completely in the liquid phase, which ranges from \( 0 \leq \eta \leq \varphi(\tau) \) and has a temperature distribution given by Eq. (17). The initial condition is \( \varphi(\tau = 0) = 1 \).

Fig. 2 presents the numerical solution of Eq. (28) for \( Q = 3.0 \) with the CFD solutions for values of the Stefan number ranging from \( St = 0.01 \) to \( St = 10.0 \) in decadal increments. The Stefan number is the ratio of the sensible heat to the latent heat, and for values less than one the latent heat dominates and the phase change process.

![Nondimensional Motion of the Phase Change Front, Melting (Q = 3.0)](image)

Fig. 5. Comparison of the exact, time-dependent solution [Eq. (28)] to the CFD solutions [15] for melting in a plane wall geometry at a nondimensional heat generation of \( Q = 3.0 \).
is relatively slow. In Fig. 2 at $St = 0.01$, this is the case and the system does not reach steady-state until about $\tau = 100$. As the Stefan number increases, the relative effect of the latent heat decreases and the interface moves faster towards steady-state which can be seen in the $St = 1.0$ and $St = 10.0$ curves. The comparison between the solutions of Eq. (28) and the CFD results is excellent, especially at higher $St$ where the approximate results of Crepeau et al. [14] showed poor agreement. According to Eq. (29), for $Q = 3.0$, the steady-state location of the interface is $\ell(\tau \to \infty) \approx 0.577$, and this matches the results shown in the figure.

Fig. 3 shows how the temperature profiles in the solid and liquid phases vary in time for $St = 0.01$ and $St = 0.1$ and $Q = 3.0$. The dashed lines correspond to the liquid phase and the solid lines to the solid phase. For the $St = 0.01$ curves, the front moves slowly, and there is a distinct difference in the slopes of the temperature profiles of the two phases at the interface ($\theta = 1$) for $\tau \leq 8.0$. This pronounced, lingering difference in slopes occurs because the sensible heat is small compared to the latent heat, and the material does not respond sufficiently fast to the change in phase. As time increases the slopes of the two phases at the interface approach each other until the system reaches steady-state. At this point the temperature profile is completely parabolic. For $St = 0.1$, the difference in slopes at the interface can be seen for $\tau \leq 2.0$, and as time increases the system reaches steady-state. Fig. 4 shows the temperature profiles for $St = 1.0$ and $St = 10.0$. There is only a very small difference in the slope of the temperature profiles at the interface for $\tau = 0.5$ and the system reaches steady-state relatively quickly, at around $\tau = 2.0$.

3.3. Melting

For melting, the material begins in the solid phase and then starts to melt along the centerline. The initial temperature distribution is given by Eq. (24), and the initial condition is $\ell(\tau = 0) = 0$. 

![Nondimensional Temperature Profiles, Melting (Q = 3.0, St = 0.01)](image1)

![Nondimensional Temperature Profiles, Melting (Q = 3.0, St = 0.1)](image2)

Fig. 6. Temperature profiles during melting with internal heat generation in a plane wall geometry for $St = 0.01$ (above), and $St = 0.1$ (below) at $Q = 3.0$. Note that the difference in slopes of the temperature profiles at the interface ($\theta = 1$) between the solid and liquid phases diminish with increasing $\tau$. 

---

Fig. 5 gives the movement of the phase change front, also at $Q = 3.0$ and compares the exact solution of Eq. (28) with the CFD solutions. At $St = 0.01$, again the phase change front moves slowly, and the agreement between the solution of Eq. (28) and the CFD results is very good. The motion of the front for $St = 0.01$ and $St = 0.1$ also compare favorably with the approximate solutions given in [14]. For $St = 1.0$ and $St = 10.0$ there is good agreement between Eq. (28) and the computational solutions. At these higher Stefan numbers, the exact solutions are a marked improvement over the approximate solutions.

The temperature profiles of the solid and liquid phases for the melting process at $St = 0.01$ and $St = 0.1$ are shown in Fig. 6. As before, the phase change front moves slowly, and there are distinct changes in the slopes of the temperature profiles at the interface ($\theta = 1$) for $\tau \ll 70$ at $St = 0.01$, and $\tau \ll 8.0$ at $St = 0.1$. As $\tau$ increases the temperature profiles reach their steady-state, parabolic profiles. In Fig. 7, the temperature profiles for $St = 1.0$ and $St = 10.0$ are presented. For $St = 1.0$, the temperature profiles become parabolic at around $\tau = 1.0$ and for $St = 10$ there is very little change in the slopes of the temperature profiles for $\tau \geq 0.5$.

4. Conclusions

An exact solution to the problem of solid–liquid phase change driven by internal heat generation is derived. The results compare very favorably with CFD solutions for both solidification and melting. The key step to obtaining the exact solution to the nonhomogeneous problem was to use the method of superposition to separate the problem into transient and steady-state parts, solve each portion separately, then combining the solutions for the final result. The temperature profiles at low Stefan numbers show a distinct change in the slope at the interface between the solid and liquid phases for low values of the nondimensional time, $\tau$. As $\tau$ increases and the system reaches steady-state, the temperature profiles become parabolic.
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