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ARTICLE INFO ABSTRACT

Keywords: Non-Hodgkin lymphomas are a health problem that affects over 70,000 people per year in the United States alone.
Features The early diagnosis and the identification of this lymphoma are essential for an effective treatment. The classi-
Percolation fication of non-Hodgkin lymphomas is a task that continues to rank as one of the main challenges faced by he-
Multiscale matologists, pathologists, as well as in the producing of computer vision methods due to its inherent complexity.
LMyl:lt;ig::sSional In this paper, we present a new method to quantify and classify tissue samples of non-Hodgkin lymphomas based

on the percolation theory. The method consists of associating multiscale and multidimensional approaches in
order to divide the image into smaller regions and then verifying color similarity between pixels. A cluster la-
beling algorithm was applied to each region of interest to obtain the values for the number of clusters, occurrence
of percolation and coverage ratio of the largest cluster. The method was tested on different classifiers aiming to
differentiate three different groups of non-Hodgkin lymphomas. The obtained results (AUC rates between 0.940
and 0.993) were compared to those provided by methods consolidated in the Literature, which indicates that the
percolation theory is a suitable approach for identifying these three classes of non-Hodgkin lymphomas, those

being: mantle cell lymphoma, follicular lymphoma and chronic lymphocytic leukemia.

1. Introduction

Lymphomas are neoplasias present in cells that are part of the
immunological system of the body and their early diagnosis is important
for a more effective treatment [1]. Lymphomas are divided into two
distinct groups, the Hodgkin lymphomas (HL) and the non-Hodgkin
lymphomas (NHL) [2], which are classified according to its growth
pattern and cytological features. In the United States, 8260 new cases of
HL and 72,240 new cases of NHL are expected for the year 2017 [1]. The
American Cancer Society also made an estimation of 20,140 deaths
caused by NHL for the year 2017. In Brazil, the National Cancer Institute
(INCA) estimated an occurrence of 2470 cases of HL and 10,240 cases of
NHL in the year 2016 [3]. The main focus of research studies related to
these forms of cancer is on non-Hodgkin Lymphomas, as these show a
higher incidence rate.

The NHLs are divided into several subtypes including mantle cell
lymphoma (MCL), follicular lymphoma (FL) and chronic lymphocytic
leukemia (CLL). MCL represents 4% of all lymphomas in the USA and
frequently affects people in their fifties. Morphologically, it is charac-
terized by a diffuse or nodular infiltration of small monotonous lymphoid
cells with scant cytoplasm and irregular nuclei (Fig. 1a) [4]. FL comprises
of around 50% of adult lymphomas. It is composed of two germinal
center-derived B cells: (1) centrocytes, which are characterized by
irregular and cleaved nuclear contours and scant cytoplasm, and (2)
centroblasts, which exhibit large nuclear, moderate amounts of cyto-
plasm, and usually more than two nucleoli per cell (Fig. 1b) [5]. CLL is
the most common type of leukemia, and the affected patients are usually
diagnosed at ages over 60. It is morphology characterized by the prolif-
eration of mature, small lymphocytes depicting irregular nuclei,
condensed chromatin, and a narrow border of cytoplasm, but
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Fig. 1. Examples of different groups of histological NHL images, considering samples stained with hematoxylin-eosin (H&E): (a) MCL, (b) FL and (c) CLL.

inconspicuous nucleoli. Throughout the tumor, it is also possible to find
large cells known as prolymphocytes, which show large nuclei, less
condensed chromatin, and large nucleoli (Fig. 1¢) [6]. Noteworthy here
is that tissue samples stained with hematoxylin-eosin (H&E) have been
considered by pathologists as one of the main means for the diagnose of
NHL. However, in this type of image a single tumor can present different
cytological features, hindering the classification task of the existent
groups. These characteristics are of a challenging nature for hematolo-
gists, pathologists and computer vision methods, especially when
attempting to identify and correctly classify each type of NHL [2,7].
Several studies have been published by researchers with the goal of
improving the accuracy surrounding the differentiation amongst NHL
classes. These studies focused on either the process of obtaining features
from the images or the classification process, with the aim of increasing
the accuracy of existent methods.

The authors Foran et al. [8] have developed a hybrid system that
consists of the integration of a distributed telemicroscopy system and an
intelligent image repository to extract spatial features from NHL images.
The studies of Tuzel et al. [9] have proposed a method wherein basic
texture elements (textons) were learned from the cell nuclei and cyto-
plasm. These textons were represented through histograms and serve as
input for a support vector machine (SVM) for classifying lymphoma
types. In Shamir et al. [10] a proposal is made that establishes a bench-
mark for biological image analysis, which included a NHL dataset. The
authors applied the WND-CHARM classifier [11]. This classifier was
based on nearest neighbor classification and was also applied by Ref. [2],
where different color spaces were tested on NHL images that aimed at
verifying which would provide the best differentiation ratio. Among the
chosen color spaces for testing, the best accuracy was found on that
which defined hematoxylin (H) and eosin (E) stains as two different color
channels. Transforms such as Fourier and wavelet were applied to these
images to generate a feature vector. The proposal put forward in Meng
et al. [12] for an approach that consists of dividing the image into 25
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sub-images and then extracting color and texture features from each.
After applying the chi-squared attribute selection, the size of the feature
vector was reduced from 12,625 to 50. The authors in Song et al. [13]
proposed a method based on visual descriptors to extract features from
grayscale images, including a NHL dataset. The features were extracted
separately and each one went on to make up a different set that was given
as input to a specific classification stage. In Codella et al. [14] 12 metrics
were applied to segmented NHL images. The images were previously
enhanced through different color and spatial configurations, generating
five new images for each NHL image of the tested dataset. Different
methods were used in these studies to quantify and extract features from
the histological images, which considered the strategies commonly
explored in the medical image context [15-18]. Moreover, these methods
have provided interesting classification rates with an expressive number
of features.

Although there is not a single and universal texture descriptor capable
of performing the quantification of any kind of image, some researches
have indicated that fractal techniques can provide better results for his-
tological image quantification when compared to the previously
mentioned [19-22], mainly due to the presence of stochastic properties
and self-similarities. Amongst the main fractal features present in the
literature, fractal dimension (FD), lacunarity (LAC) and percolation-
based features stand out.

The features of FD are used as a measure for evaluating the irregu-
larity and the complexity of a fractal. On the other hand, the features of
LAC are used as a measure for evaluating how the space is filled. The FD
feature has been applied successfully in studies of prostatic cancer [23],
relationship between aging and decreasing of the vascular complexity of
the retina [24], analysis of periapical lesions [25], quantification of
cellular rejection in myocardial biopsy of patients submitted to heart
transplantation [26] and analysis of the brain white matter, age and
sex [27].

The LAC feature has also provided relevant results, although it is not
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as widespread as analyses considering FD. For instance, the LAC feature
has been focused toward quantifying and classifying epileptic seizures
[28], psoriatic lesions [29], prostate cancer [30] amongst other
applications.

The performance of both FD and LAC can be enhanced by the appli-
cation of multiscale and multidimensional approaches [31,32]. The
application of the multiscale approach aims at dividing a complex
problem into a simpler one. For an image, this can be adapted as the
division of the image into smaller regions, allowing for each one to be
analyzed individually. The multidimensional approach consists of map-
ping the color properties of the pixels in the image into n-dimensional
vectors, aiming at obtaining numerical features from these properties.
Both of these measures can be used separately or simultaneously to
obtain information from an image. However, in some cases, different
images can present very similar or even the same FD and LAC values,
which may be a problem to classifiers when it comes to distinguishing
between them.

Even though FD and LAC have not been applied to NHL histological
images, features related to percolation theory may complement such
evaluations, mainly when providing a greater distinguishing capacity of
vascular structures on histological images [33]. Despite the quantifica-
tion power of fractal techniques being enhanced with multiscale and
multidimensional approaches [31,32], there are no methods in the
Literature that focus on the percolation theory with the associations
explored herein, as well as the differentiation amongst classes of NHL
based on fractal measures. The percolation theory can support the image
quantification and classification process in diagnostic support systems,
with information concerning possible cluster features present on images.
Moreover, even those studies, although few in number, have applied
percolation as a quantifier, the results were interesting for tumor
angiogenesis detection in vascular images [34]. In myocardial images of
heart transplanted, percolation was also able to improve the under-
standing of the rejection process in each studied group [35]. However, in
these works, multidimensional observations for the principles of perco-
lation in colored images have not been considered. The development of
an approach based on the percolation theory, multidimensional and
multiscale with the goal of developing an extension for colored images is
a relevant contribution to the area, and which holds the possibility of
being tested on different groups of histological NHL images.

In this context, we propose a new method based on the percolation
theory for quantifying and classifying colored images from three types of
NHL. The method consists of associating the percolation theory with
multiscale and multidimensional observations to provide different fea-
tures: average number of clusters, which are determined by the similarity
amongst pixels in the same region, quantifying a single structure in the
image; occurrence of percolation, which consists of verifying whether a
cluster spreads from one extremity of the region to the opposite one; and
coverage ratio of the largest cluster, which has the goal of analyzing the
difference between the main cluster of the region and the remaining
clusters. The method was applied to histological NHL images, consid-
ering different classification methods. The distinctions amongst the
groups of interest were evaluated using the area under the ROC curve
(AUQ) values.

Based on the approach presented in this paper, the main contribu-
tions are:

1. Anew method that associates the percolation theory to multiscale and
multidimensional approaches, a strategy that has not yet been
explored in the literature;

. Application of the proposed method on images with acknowledged
scientific relevance, providing significant results that may support
hematologists and pathologists for the classification of the three types
of NHL;

. Quantification and indication of the best association among tech-
niques in order to distinguish and understand the behavior of MCL, FL
and CLL classes.
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2. Methodology

The proposed method is organized as follows: in Subsection 2.1 the
multiscale approach is defined in order to divide the image into smaller
regions (with sizes in function of a scale L) and analyze each one; in
Subsection 2.2 the association of the multidimensional approach is
described, which aims at evaluating the color similarity among pixels
within the same region; in Subsection 2.3 the procedure to associate the
percolation theory is presented, with the results provided by multiscale
and multidimensional approaches. The cluster labeling in a region and
feature values are also presented in this step. In Subsection 2.4 the
employed image database and the quantitative evaluation are presented
in order to apply and validate the proposed method. A summarized
version of the proposed method is illustrated in Fig. 2.

2.1. Multiscale approach

This step is defined to guarantee a multiscale analysis: the procedure
is performed considering the gliding-box algorithm [36], in which a
square box of side L, positioned on the upper left-hand corner of the
image is given as input. The box goes through the whole image pixel by
pixel and the value of L is increased after reaching the end. Initially, L is
defined as 3 to represent the minimum scale: the increase always occurs
in 2 units. Defining L as an odd number will guarantee that the box will
have a central pixel to apply to the multidimensional analysis. This
procedure is illustrated in Fig. 3. In this work, the maximum chosen value
of L was defined as 65 for all tests. This range provides sufficient mea-
surements for the next steps. For each iteration the total number of boxes
T on the image is given by L, width (W) and height (H) of the image. This
relation is given in Eq. (1):

T=(H-L+1)x (W-L+1). €}

2.2. Multidimensional approach

The second step of the proposed method consisted of defining the
multidimensional analysis based on the approach described by Refs.
[31,32]. For each square box of side L, the most relevant color channel
according to the RGB color space was chosen from a comparison with the
central pixel P, of the box under analysis: the values of the color channels
(r, g and b) and the coordinates (x and y) of the central pixel were
assigned to a vector F, = f¢(Xc,Yc,Tc, &, bc). Each pixel of the box was
named as P and selected for comparison with the central pixel: the color
channel values of P were assigned to the vector F =f(x,y,r,g,b).
Therefore, the vectors F and F, were compared applying the Minkowski
distance d, as shown in Eq. (2). An important adaptation has been
considered in relation to the method defined by Refs. [31,32]. When the
Minkowski distance d is smaller or equal to L, P receives the value —1,
which means the pixel represents a pore in that specific box. Otherwise, P
receives the value 0, which can be understood as background. This
procedure allowed for the application of different evaluations based on
the percolation theory. The pixel selection process is illustrated in Fig. 4.
For instance, a box of size L = 3 with pixels valued after the application of
this approach is shown in Fig. 5.

|F—F,

= max|f(i) — fo(ic)| <L,Vi=1,5 @

2.3. Features based on the percolation theory

The third step of our approach consisted of associating the percolation
theory with the results provided by multiscale and multidimensional
strategies, in order to enhance the potential of the features based on
spatial percolation. The proposed model is based on the statement that,
on a lattice, there is a path between two points « and  when there is at
least one sequence of adjacent pixels (pores) between these points. In this
case, a and f are connected. The percolation is defined when a set of
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Fig. 2. A summary of the proposed method to quantify and classify the NHL images.

connected points (cluster) extends from one extremity of the system to
the other [37], by considering it as a squared lattice. Thus, the height and
width of the matrix, as well as the probability p were applied to define a
pore whereby a supposed fluid may flow through it. The remaining
spaces (1 — p) correspond to solids where the fluid is not able to flow.
It is important to note that the organization of the system and
consequently of the clusters can be significantly changed in relation to
different values of p. For instance, the presence of a percolating cluster is
guaranteed when the value of p is greater than the percolation threshold
[38]: research studies have defined the percolation threshold as p =
0.59275 [39,40]. This value was considered in order to avoid an addi-
tional step to guarantee the verification of the existence of percolation
when the value of p is greater or equal to this threshold. For instance, in
Fig. 6 three lattices are presented with different values of p. The gray
pixels represent the pores, where the supposed fluid may flow through.
Percolation occurs in lattice (c), for these have a neighboring point set (in
gray) that extends through two extremities of the system. In the proposed
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model each pixel represents one space of the lattice.

Percolating clusters were obtained considering the Hoshen-Kopelman
cluster labeling algorithm [41], which was chosen due to its simple
adaptability for images. In the Hoshen-Kopelman approach, each
element P of the matrix was defined as 0 or —1: in terms of percolation, if
P = —1, the element represents a pore (gray pixels) in Fig. 6, as defined
previously. After labeling each pore, a cluster was defined if the same
label was associated to a set of pixels. When the labeling for the first
cluster is finished, the algorithm advances to the next element valued as
—1 (corresponding to a cluster that has not yet been labeled). The
Hoshen-Kopelman algorithm is presented in Algorithm 1. A matrix before
and after the labeling process is illustrated in Fig. 7.

From the relationships presented previously, the cluster average C,
the percolating boxes ratio Q and the average coverage ratio of the largest
cluster M are functions proposed herein to represent the association
within the percolation theory with multiscale and multidimensional
approaches. The number of clusters in a single box is given by c;. As the
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Fig. 3. Illustration of the procedure in which the box goes through the whole image pixel by pixel, considering square boxes with different sizes of L (3 and 5).

Calculate Minkowski distance between P and Pc

P P P

l A
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i | No [

—» P «— () —

Fig. 4. Illustration of the pixel selection process, considering comparisons between the
vectors F. = f(X¢,Yc,Tc,8,bc) and F = f(x,y,r,g,b) by the Minkowski distance.
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Fig. 5. Examples of a box of size L = 3 with pixels valued after the application of the
multidimensional approach, considering the conditions: pore is defined with the value —1;
background is defined with the value 0.

—

images have different dimensions, a normalization was necessary: the
sum of the number of clusters in a scale L was divided by the number of
boxes T (see Eq. (1)), thus obtaining the average number of clusters per
box C(L) as given by Eq. (3).

ZiT:ICi

cL) = =5

3

Algorithm 1. Hoshen-Kopelman algorithm applied to define the la-
beling of pores and clusters [41]
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: Label < 0

. for i = 1 to i = height do

for j =1 to j = width do
Label < Label + 1
LABEL_CLUSTER(i, j)

end for

: end for

: LABEL.CLUSTER(i,j){

. site(i, j) < Label

. if i < height and site(i +1,j) = —1 then

LABEL_CLUSTER(i +1, )
. else if j < width and site(i, j + 1) = —1 then

© 0D T W =

— =
N o= O

132 LABEL.CLUSTER(i,j+1)

14: else if ¢ > 1 and site(i — 1,j) = —1 then
15:  LABEL.CLUSTER(i —1,7)

16: else if j > 1 and site(i,j — 1) = —1 then
17 LABEL CLUSTER(i,j — 1)

18: end if

19: }

In a similar manner, the percolating boxes ratio Q was obtained by
counting the number of boxes that have percolated in a scale L. A box g;
was considered as percolating if the ratio between the number of pixels
labeled as pores (Q;) and the total amount of pixels in the box (L?)
exceeded the theoretical percolation threshold p [39], as shown in Eq.
(4). Thus, Q(L) was obtained with the division of the total number of
percolating boxes g; by the total amount of boxes T (Eq. (1)) in a scale L,
as given in Eq. (5): q; is defined as 1, if the box has percolated, or
0, otherwise.

Q
1, Z > 0.59275
qi = Q C)]
0, F <0.59275
T
o(L) = =it ®)

The average coverage ratio of the largest cluster M was obtained by
identifying the coverage ratio of the largest cluster in each box evaluated
on the L scale. Thus, the average coverage ratio was calculated by
dividing the sum of the coverage in each box by the total amount of boxes
T (Eq. (1)). The coverage of a box i was given by the division of its largest
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;

b

(a) p ~ 0.21

(b) p~ 0.44

Fig. 6. Three lattices with different p values: percolation occurs in lattice (c).

Fig. 8. Example of a histological lymphoma image.

cluster (m;) by the number of pixels in the box (L%), as shown in Eq. (6).

S

M(L) = =%

(6)

In this context a histological lymphoma image is given as an example
in Fig. 8 and the functions C(L), Q(L) and M(L) were calculated from the
variation of the scale L, which are shown in Figs. 9-11. The behavior of
each function can be represented by a scalar value and enable the
composition of a feature vector.

We applied metrics to obtain scalar values from each function ac-
cording to that presented by Ref. [42]. The metrics used were area under
curve, skewness, area ratio, maximum point and the scale of the
maximum point. Thus, considering a function f for mapping C(L), Q(L) or
M(L), the area A that is under f and between two points (a and b) over the
x axis was calculated considering Eq. (7). As the analyzed functions are

140

=1 Of=A|=2J=] of 0] of of=E[=a]=a]=] of=al-] [1]0 o o[ o[ [ A[1[ 1] 0

=21 of-2|-2l-3[==T=a]-a] of-1] of-2] of 0f-1] (1] 0]i2 (2022 0] 1[ 0] 1] 0] 0
-A[-] 02|11 0] O=A[ 0] 0| 0[-I[=1[ 0] 0| 1/ 1] 0:2]:2}2] o] 0:2[ 0] 0[ 0] 1[ 1] 0] 0
4[] 0| OJ=] Of=E[=A] O[] o] 0[-Z[-1] 0[] 1] 1] 0] ofe2[ o[ [ 1| O o[ 0] 1[ 1] 0] 1
_.1.10'-10-,-1-00_--1_-1--%2 1/ o 1] o[ 1 1] 1 o] o[ a[ [ 1[ [ 1] 1
-1[-1171[-1] 0] of-1] O[=A[1] 0=1] 0] 0]-1] O 111 o[ o[ [ o[ I/ I[ o[ 1/ 0[ 0[ 1] 0
5 ] 5 ) 5 5 5 S S D T 1/ o[ 1| o[ A I A[A[ [ 1[ [ 0] 0] 0[ 1] 0
0,1-%].-1-10-14-_1-1-’ EEIEIE » o[l 22l 2 o[ 1l a[ 2l 2[o L 2[ 1] 0
-1[-2-1] 0] OJ=[-A] O-1[ OJ-A[-[-T[-1[-1] 0| A a3 o[ o[ 1 1| o[ L[ o[ 1[ 1 1[ 1[1] 0
-1 0] O[=A[ 0] of OJFE[=A[=A] O[=A] OE[-A] 0] Cluster Labeling [ 1| 0] O]5[ O] 0| O [ 1[ 1| 0] 1| 0] 1[ 1[0
-1] 0]=1] of=|=1[-a[-2[ of-|=z] 0f-Z| 0] 0] O _11.0111101101000
217 OfE= |2~ l=E[F a2 01 0] 0fF 1l af ol a[ a1 a[ a1 11 0] 1 0[O
-1 0] of-11 o] of-T|-TI-3[-T1-11=1}-3] 03] 0 1[0 0] 2] o o Z[ 2[ [ Z[ 1[ 1 1[ OEE 0
AT O 1 afa o il o[ 1 o[1[0[0

[ 0 1/ 0 a1 ao[ o/ [ [ o[ [ [T 0[ 0

1] o1 0f 0 1 o[ a3 of a1l a[ o[ 1[2[ 1[I/ O O

Average number of clusters (C)

10 20 30, 40 60 70
Box size (L)

Fig. 9. Average number of cluster for the image shown in Fig. 8.

discrete, the A was determined by the numerical integration and by
applying the trapezoidal method. The integration with points equally
spaced was performed according to Eq. (8), wherein the space between
each point corresponds to its scalar value and N is the number of samples.
In the functions C(L), Q(L) and M(L) the variables a and b represent the
minimum and maximum values of L, respectively. In this case, the values
3 and 65 were assigned to a and b, respectively.

)
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Skewness is an asymmetry measure of a sample in relation to its
average: for negative skewness, the sample is concentrated to the left of
the average value; for positive skewness, the sample is concentrated to
the right of the average value. On a perfectly symmetrical sample, the
skewness is valued at 0. For a sample with N values, the skewness O is
given by Eq. (9), in which X is the sample average and x; indicates the
value of the sample referent to the i value of x.

)]

The area ratio R was defined considering the right-side and left-side
areas under the function curve. Its value increases as the texture gets
heterogeneity in larger scales [42]. As A, corresponds to the area under
the curve formed by a function between the points a and b over the x axis,
as previously defined on Eq. (7), the area ratio is given by Eq. (10).

A
R— (4+10)

(10)
e

The maximum point of each function was also considered to define
two other measures, the observation scale and the value of the function
on the point given as reference. Thus, the application of these metrics on
the functions C(L), Q(L) and M(L) allowed for the definition of a vector
composed of 15 features, as illustrated on Table 1.
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2.4. Image dataset and evaluation measures

The method was tested on NHL images according to the studies per-
formed by researchers of the National Cancer Institute and from the
National Institute on Aging, both in the United States [43,44]. The image
database considered for the tests has 173 histological NHL images (99
representing the MCL group, 62 representing the FL group and 12 rep-
resenting the CLL group). The images were digitally acquired, through a
light microscope (Zeiss Axioscope) with a 20x objective and a colored
digital camera (AXio Cam MR5) attached. The regions of interest of each
plate were selected by specialists, digitally photographed and recorded
without compression, with the RGB color model, a spatial resolution of
1388 x 1040 pixels and a 24 bit quantization ratio.

The performance of the method was evaluated by applying different
classifiers and considering the cross validation strategy to define the
generalization capacity of the proposed method. The feature vectors were
divided into 10 disjoint groups with 90% of the data for training and the
10% for validation. This strategy was repeated 10 times [45]. In the
application of the 10-fold cross-validation, the groups of data used in the
training and testing procedure were randomly defined. The overall per-
formance of the algorithms was evaluated by means of examining the
ROC area index over the testing output values. The tests were performed
with the following classifiers: K* [46], Logistic [47], Multilayer Percep-
tron [48], RBFNetwork [49], DECORATE [50], Logit Boost [51], Multi-
Class Classifier [52], Random Committee [53], Rotation Forest [54] and
Random Forest [55].

The classifiers were selected to represent different classifying models
in order to test the proposed method under a variety of circumstances.
For instance, the K* classifier belongs to the Lazy Classifying Model. This
model stores all training samples and builds a general model when a new
sample needs to be classified [56]. These classifiers are usually faster at
training, but slower at predicating time. Another type of classifier
available are the function-based classifiers [47-49]. These classifiers are
based on artificial neural networks, these perform calculations and esti-
mates on the input vectors through several layers of weighted functions,
with the aim of approximating non-linear functions in order to classify
instances. In this paper, the tested function-based classifiers are Logistic,
Multilayer Perceptron and RBFNetwork. Another tested classifying
model was that based on trees, which consists of mapping the features
values to classes in order to classify both trained and untrained instances.
In this mapping the leaf nodes are labeled with a class and the other
nodes are linked to subtrees that are based on feature values of an
instance [57]. In this paper, this model was represented by the Random
Forest algorithm. Classifying models defined as meta-classifiers were also
applied to complete our tests. Meta-classifiers are designated for finding
the most suitable classifier for each set and then select the most fitting

Table 1

Features defined by the application of our method, considering the as-
sociation of the percolation theory with the multiscale and multidi-
mensional approaches.

Metric Function

Area C(L)
Skewness

Area Ratio

Maximum Point

Scale of the Maximum Point

Area

Skewness

Area Ratio

Maximum Point

Scale of the Maximum Point

QL)

Area

Skewness

Area Ratio

Maximum Point

Scale of the Maximum Point

ML)
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results before proceeding to the next iteration [50], as these are based on
a combination series of different classifiers applied on ensembles of in-
stances, usually in an iterative manner. In our proposal this model was
represented by DECORATE, LogitBoost, Random Committee, MultiClass
Classifier and Rotation Forest.

3. Results

The discriminative capacity of the proposed method and the best
combination of techniques were obtained by analyzing segmented and
unsegmented images. Different segmentation strategies were applied to
histological NHL images, in order to verify the capacity of the method
under different circumstances. The images were segmented by specialists
- golden standard (Fig. 12) as reported by Ref. [58] and by methods
developed from the combination of different techniques. The chosen
methods those as defined by Oliveira et al. [59], Vahadane and Sethi
[60], Wienert et al. [61] and Sertel et al. [62]. Examples of segmented
images with each one of these methods are illustrated in Figs. 13-16,
respectively.

The segmented and unsegmented images were given as input to the
proposed method and the results obtained from the possible combina-
tions amongst NHL groups and classifiers are shown on Tables 2-5. The
combinations that provided the best AUC values are highlighted in bold.

From these results, one notes that the best AUC rates for the com-
parison, MCL versus FL versus CLL, did not present great difference be-
tween the unsegmented images and the segmented images by the
specialist) (Table 2). The AUC rates were of approximately 0.940. This
value was surpassed by the two-class comparison, MCL versus FL
(Table 3) and MCL versus CLL (Table 4). Considering only the unseg-
mented images, the best result was obtained by the comparison of MCL
versus FL (Table 3) and with the Rotation Forest classifier, obtaining the
AUC value of 0.965. When these two groups are compared considering
the segmented images, the best result was obtained by using the Random
Forest classifier and segmentation performed by the specialist, which
obtained the AUC of 0.950. The comparisons between FL versus CLL
(Table 5) were those that provided the least relevant AUC rates, even so
the rate was higher than 0.920, considering the segmented images by the
specialist and the Logit Boost classifier. On the other hand, the proposed
method presented the best performance for the comparisons considering
MCL versus CLL (Table 4). The highest AUC rates (0.993) were achieved
with images segmented by the specialist and applying the Logistic and
MultiClass classifiers.

4. Discussion

The performance obtained by the method was compared to that ob-
tained through the FD and LAC features [31,32], both multiscale and
multidimensional. The results were provided by applying the classifiers
described in Subsection 2.4. An overview of these results is presented in
Fig. 17. Each column of the graph represents the average AUC value
among the four tested class comparisons for classifications of segmented
and unsegmented images. Besides providing better results than FD and
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LAC in all tested cases, the best results occurred on images segmented by
the specialist: the average AUC rates were 0.950. In this case, the pro-
posed method provided the best performance in relation to FD: the AUC
rate was approximately 17% superior.

Through an analysis of the statistic test procedure of [63], we applied
the Friedman test to the results provided by the proposed method. The
Friedman test is a non-parametric static method that ranks k algorithms
for n given datasets in a way that the best performing algorithm acquires
rank 1 and the k% performing algorithm acquires rank k. If different al-
gorithms have the same performance on a single dataset, average ranks
are assigned [64]. To compare the relevance of the three tested quanti-
fication methods, as well as the classifiers performance, we applied the
test to rank combinations among the methods and classifiers. Therefore,
the methods (FD, LAC and the proposed approach) along with the ten
classifiers were ranked by the Friedman test, resulting in a ranking with
30 combinations. We used 24 datasets as input, which consisted of a
combination of the six different types of segmentation with the four
different comparisons tested for each case. The average ranking is shown
on Table 6. One can conclude from these results that, except for the
RBFNetwork classifier, our method will provide better classification re-
sults, as the first nine positions in the ranking consisted of a combination
made up of any of the other classifiers combined with our proposed
image quantification method based on percolation.

These relevant results can be associated to the following statements:
(1) in the context of histological images, researches have shown that
vascular and histological structures may present a spatial behavior
similar to percolation models [33,65-67]. Thus, percolation-based fea-
tures may have more capacity for the processing of such characteristics;
(2) the number of features provided by the proposed method (15 fea-
tures) allows for a more complete evaluation of the features present on
the images, wherein the low number of features on the LAC vector (4
features) and the FD vector (1 feature) may be a restricting factor for the
classification. Thus, the obtained features may support the understanding
of the presence, organization and extension of clusters. Moreover, the
quantification presented here are much more complementary than
ratable, representing an important advance for studies considering NHL.
We believe that our method provided the desired robustness for similar
applications with valuable information contained in each test and
comparison.

Another verified case consisted of applying a method for identifying
the most relevant features for the study of NHL classes. The chosen
method was the support vector machine attribute evaluation (SVMAE)
[68]. The test was applied to the feature vectors obtained from the im-
ages segmented by the specialist, as these presented the best results
(Fig. 17). The AUC rates of the classifications performed with the most
relevant features are shown on Table 7.

A noteworthy point on Table 7 is that most of the AUC rates have not
been changed in function of the reduction of the number of features. As
an example, the distinction between the classes MCL versus CLL was
performed with only three features, with effective contributions from
metrics applied on the functions C(L), Q(L) and M(L). In this case, the
AUC rate value of 0.993 has not changed. Similar behavior is observed on

Fig. 12. NHL images segmented by the specialists [58]: (a) MCL class, (b) FL class and (c) CLL class.
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Fig. 16. NHL images segmented by using the Sertel et al. algorithm [62]: (a) MCL class, (b) FL class and (c) CLL class.

the comparison MCL versus FL versus CLL. One notes the need of more
features to keep an AUC value of 0.943. In this case, the selected features
are composed of two metrics from each of the functions C(L), Q(L) and
M(L). The comparisons MCL versus FL and FL versus CLL are shown to be
where the need of a larger set of features is necessary, which may indicate
a greater difficulty in terms of the distinction amongst the FL class against
the others. Another remark is that the functions Q(L) and M(L) were
those that provided more contributions with features for the classifica-
tion: 19 features out of 25. These features are related to the dimension of
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the clusters (M(L)) and the occurrence of percolation (Q(L)), which may
indicate that these histological characteristics are important for the
quantification of the classes MCL, FL and CLL.

We also analyzed different performance measures other than the AUC
for the results generated by the classification of NHL images segmented
by the specialist using the features selected by SVMAE. These measures
are sensitivity, specificity, positive predictive value (PPV) and negative
predictive value (NPV). To illustrate the performance of these other
measures, results obtained from 2-class comparisons are shown
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Table 2
AUC rates obtained by comparisons among MCL versus FL versus CLL groups, considering unsegmented and segmented images of NHL lymphoma.
Unsegmented Oliveira et al. [59] Vahadane and Sethi [60] Wienert et al. [61] Sertel et al. [62] Specialist

K* 0.940 0.844 0.715 0.745 0.754 0.916
Logistic 0.903 0.751 0.735 0.712 0.745 0.899
Multilayer Perceptron 0.930 0.812 0.786 0.746 0.796 0.922
RBFNetwork 0.853 0.770 0.723 0.607 0.648 0.774
DECORATE 0.934 0.864 0.846 0.805 0.908 0.944
Logit Boost 0.885 0.796 0.770 0.760 0.830 0.906
MultiClass Classifier 0.913 0.756 0.755 0.713 0.763 0.924
Random Committee 0.913 0.810 0.831 0.788 0.882 0.928
Rotation Forest 0.925 0.855 0.777 0.803 0.855 0.923
Random Forest 0.935 0.853 0.842 0.826 0.875 0.939

The combinations that provided the best AUC values are highlighted in bold.

Table 3
AUC rates calculated by comparisons performed with MCL versus FL, considering unsegmented and segmented images of NHL lymphoma.
Unsegmented Oliveira et al. [59] Vahadane and Sethi [60] Wienert et al. [61] Sertel et al. [62] Specialist

K* 0.951 0.849 0.717 0.748 0.769 0.922
Logistic 0.946 0.787 0.750 0.672 0.742 0.905
Multilayer Perceptron 0.946 0.809 0.766 0.702 0.783 0.896
RBFNetwork 0.846 0.797 0.729 0.667 0.739 0.810
DECORATE 0.955 0.889 0.808 0.811 0.892 0.948
Logit Boost 0.923 0.768 0.741 0.739 0.847 0.895
MultiClass Classifier 0.946 0.787 0.750 0.672 0.742 0.905
Random Committee 0.948 0.824 0.797 0.789 0.834 0.932
Rotation Forest 0.965 0.886 0.775 0.787 0.861 0.935
Random Forest 0.948 0.855 0.832 0.801 0.894 0.950

The combinations that provided the best AUC values are highlighted in bold.

Table 4
AUC rates obtained by comparisons of MCL versus CLL with on unsegmented and segmented images of NHL lymphoma.
Unsegmented Oliveira et al. [59] Vahadane and Sethi [60] Wienert et al. [61] Sertel et al. [62] Specialist

K* 0.882 0.881 0.833 0.886 0.818 0.978
Logistic 0.727 0.718 0.795 0.915 0.928 0.993
Multilayer Perceptron 0.705 0.849 0.795 0.901 0.902 0.987
RBFNetwork 0.792 0.809 0.642 0.669 0.795 0.899
DECORATE 0.853 0.796 0.937 0.876 0.978 0.965
Logit Boost 0.910 0.856 0.848 0.863 0.953 0.987
MultiClass Classifier 0.727 0.718 0.795 0.915 0.928 0.993
Random Committee 0.857 0.801 0.893 0.902 0.918 0.949
Rotation Forest 0.934 0.902 0.803 0.902 0.856 0.991
Random Forest 0.876 0.890 0.907 0.896 0.907 0.985

The combinations that provided the best AUC values are highlighted in bold.

Table 5
Comparisons of FL versus CLL on unsegmented and segmented images of NHL lymphoma.
Unsegmented Oliveira et al. [59] Vahadane and Sethi [60] Wienert et al. [61] Sertel et al. [62] Specialist

K* 0.876 0.792 0.596 0.845 0.636 0.832
Logistic 0.791 0.612 0.818 0.882 0.813 0.890
Multilayer Perceptron 0.813 0.774 0.837 0.789 0.844 0.726
RBFNetwork 0.610 0.761 0.623 0.681 0.871 0.858
DECORATE 0.747 0.663 0.887 0.855 0.819 0.894
Logit Boost 0.838 0.783 0.842 0.782 0.872 0.928
MultiClass Classifier 0.791 0.612 0.818 0.882 0.813 0.890
Random Committee 0.684 0.686 0.818 0.776 0.819 0.905
Rotation Forest 0.888 0.722 0.854 0.853 0.817 0.909
Random Forest 0.757 0.780 0.872 0.848 0.868 0.888

The combinations that provided the best AUC values are highlighted in bold.

on Table 8. The sensitivity corresponds to the test capacity of identifying the true

The evaluation of these metrics on a 2-class problem requires one positive values. The higher the sensitivity value of a test, the higher will
class to be considered as the positive case and the other as the negative be the chance of subjects that present the positive case being correctly
case. In the results presented on Table 8, the class on the left was identified. In the same way, the specificity corresponds to the test ca-
considered as positive and the class on the right was considered pacity of identifying true negative values. A specific test will rarely
as negative. identify negative cases as positive. One notes that the highest values
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Fig. 17. Average AUC rates considering FD, LAC and the proposed method for each
segmentation method.

Table 6
Average rankings of the classifications considering the Friedman test.

Method Classifier Ranking

Proposed method Random Forest 3.8
Rotation Forest 4.2
DECORATE 4.5
Random Committee 6.0
Logit Boost 6.3
K* 7.7
Multilayer Perceptron 8.0
MultiClass Classifier 8.5
Logistic 9.0

LAC K* 10.9
Rotation Forest 13.5

Proposed method RBFNetwork 13.7

LAC Multilayer Perceptron 14.2
Random Forest 14.2
MultiClass Classifier 14.6
Logistic 14.7
RBFNetwork 14.8
Logit Boost 15.1
DECORATE 17.2
Random Committee 17.3

FD K* 22.8
Multilayer Perceptron 23.5
RBFNetwork 235
Logit Boost 23.7
Logistic 23.9
MultiClass Classifier 24.0
DECORATE 24.5
Random Forest 25.0
Rotation Forest 27.9
Random Committee 27.9

obtained by sensitivity and specificity were of 0.980 and 0.923. These
values correspond to the specificity of the comparisons MCL versus CLL
and FL versus CLL. As in both comparisons the CLL class was considered
as the negative case, we can conclude that the CLL class presents the best
classification ratio when the proposed method is applied. The second best
performance was presented by the MCL class, wherein both comparisons
(MCL versus FL and MCL versus CLL), were considered as the positive
case. The sensitivity values in these comparisons were of 0.884 and 0.833
respectively. The less relevant performance occurred in the FL class,
when compared to the CLL class. The sensitivity value obtained in this
comparison was 0.778, considering the FL class as the positive case. This
may indicate a greater difficulty in identifying images from the FL class
using percolation-based features. This fact is reinforced by the results
presented on Table 7, as the comparisons with the FL class were those
that required more attributes to obtain relevant classification ratios.
PPV and NPV correspond to the proportion of cases classified by a test
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Table 7
AUC rates of the classifications performed with the most relevant features and segmented
images by the specialists.

Classifier AUC Features Function
MCL versus FL versus DECORATE 0.943  Area Ratio M)
CLL Skewness ML)
Max. Point CL)
Skewness [0]¢]
Scale of Max. Q)
Point
Area Cw
MCL versus FL Random 0.952  Skewness ML)
Forest Scale of Max. Q)
Point
Scale of Max. ML)
Point
Skewness Q)
Max. Point M()
Area Ratio QM)
Area M(L)
Area Ratio M(L)
MCL versus CLL Logistic 0.993  Area Ratio ML)
Max. Point C(L)
Skewness Q)
FL versus CLL Logit Boost 0.940  Area cL)
Max. Point C(L)
Scale of Max. QL)
Point
Area Ratio QM)
Area Ratio C(L)
Skewness M(L)
Scale of Max. M)
Point
Max. Point QL)

Table 8
Results obtained from 2-class comparisons: sensitivity, specificity, positive predictive value
and negative predictive value.

Sensitivity Specificity PPV NPV
MCL versus FL 0.884 0.862 0.920 0.807
MCL versus CLL 0.833 0.980 0.833 0.980
FL versus CLL 0.778 0.923 0.583 0.968

in relation to the real total of cases on a given dataset. Unlike the
sensitivity and specificity, PPV and NPV may change according to the
number of cases on each class. It is shown on Table 8 that the best per-
formance occurred once again on the CLL class (0.980 in the comparison
MCL versus CLL and 0.968 in the comparison FL versus CLL), as this
presented the best NPV when considered as the negative case. In the
comparisons wherein the MCL class was considered as the positive case,
the obtained PPV was also relevant: 0.920 when compared to the FL class
and 0.833 when compared to the CLL class. Once again, the FL class
provided the least relevant performance in both tested comparisons
(0.807 when compared to the MCL class and 0.583 when compared to the
CLL class). This also reinforced the remark that this class is the most
difficult to identify when the proposed method is applied to NHL images
segmented by the specialist.

Finally, we present an illustrative overview to show the good quality
of our method when analyzed from the point of view of other approaches
focused on the theme. This illustrative overview is propitious to forming
an understanding of the potential of the features developed from
percolation theory. The results are shown on Table 9, considering as a
reference the accuracy rates reported by the studies. One notes here that
the proposed method provided an average accuracy of approximately
92.00% for two-class comparisons and features obtained from images
segmented by the specialist. These results are relevant and compatible
with that observed in the literature, for example those described by Refs.
[8-10]. Despite our method presenting an accuracy rate smaller than that
obtained by Refs. [2,12-14], the differences were not significant when
analyzed by the Friedman test (P; = 0.05), with all pairwise comparisons
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Table 9
Illustrative overview of accuracy rates from different approaches for NHL images.
Method Features Colored  Segmented  Accuracy AUC
Foran 4 (3) Yes Yes 89.00% -
et al.
[8]
Tuzel 75 No Yes 89.00% -
et al.
[91]
Shamir 1025 Yes No 85.00% -
et al.
[10]
Meng 12,625 Yes No 92.70% -
et al. (50)
[12]
Orlov 1025 Yes No 99.00% -
et al. (12-200)
[2]
Songetal. 9872 No No 96.80% -
[13]
Codella 216 Yes Yes 95.50% -
et al.
[14]
Proposed 15 (3-8) Yes Yes 87.58%-96.40% average
Method (average ~ 0.967

~ 92.00%)

(Conover), and the Kruskal-Wallis test (Px = 0.9746), considering all
pairwise comparisons (Dwass-Steel-Chritchlow-Fligner). In these tests
the significance level was of 0.05. Moreover, these accuracy values
should not be used for comparison as to defining the best one, as this
would in itself be a fruitless task. For instance, in our study, the dataset
was composed of an unequal number of images for each NHL class, which
may influence the accuracy values. This fact is also verified through the
referenced studies. A more precise measure is found in the AUC value,
according to that described by Refs. [69-71]. However, the AUC values
were not provided by the studies considered for this illustrative over-
view, hindering a more suitable analysis. Even so, an important contri-
bution of our method is to provide robust results with a reduced set of
features, besides allowing for the identification of the most relevant
features for the study of NHL histological images.

5. Conclusion

In this paper we proposed a new method based on the percolation
theory to quantify colored NHL images. The percolation-based tech-
niques available in the Literature were limited to binary or grayscale
images. We showed that percolation is well suited for application as a
complementary measure for other fractal-based characterization
methods to improve the differentiation among different classes of NHL.
The results were important with significant differentiation rates: the AUC
values were over 0.94. The indication of the best association of seg-
mentation method, classifier and features to distinguish amongst NHL
classes was achieved testing different combinations. On average, the best
classification results were obtained by classifying images segmented by
the specialist. We then applied an attribute selection method (SVMAE) to
define the most relevant features. For the comparison between the three
NHL classes, an AUC value of 0.943 was obtained with the classifier
DECORATE and considering only six features, which comprise of two
metrics from each function C(L), Q(L) and M(L). The best AUC value was
provided by the classifier Logistic with a set considering only three fea-
tures: the AUC rate was of 0.993 for the comparison considering MCL
versus CLL. We also verified that the occurrence of percolation and the
cluster dimension are the histological features with the highest relevance
to differentiation amongst NHL. When our results were compared to
those provided by the fractal features with highest exploration in the
literature, such as FD and LAC [31,32], respectively, the method indi-
cated a better performance in nine out of ten tested classifiers.

These contributions may encourage new research studies to apply the
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proposed method as a viable alternative in order to complement the
quantification performed with FD and LAC. Moreover, the initial pro-
posal of creating a method able to distinguish among the three groups of
NHL was achieved, for the method obtained important results when
applied to the correspondent image database, obtaining precision values
in the classification superior than those of other methods [2,8,9] with
less features in the generated feature vector.

In future works we intend to apply the proposed method on many
different kinds of dataset other than clinical images, evaluating their
results with other techniques, besides FD and LAC. Some studies can also
be performed considering the influence of noise in the quantification
process in order to avoid features with overestimated values. The analysis
of other color spaces apart from RGB and the calculation of different
distances for pixel comparison other than the Minkowski distance can be
performed in order to verify the influence of these parameters when
combined with the percolation theory. Moreover, we intend to verify our
method on different types of medical images in order to assess its gen-
erality when applied to different problems and define its performance
quality within each context.
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