
lable at ScienceDirect

Renewable Energy 85 (2016) 854e864
Contents lists avai
Renewable Energy

journal homepage: www.elsevier .com/locate/renene
Grid-tie three-phase inverter with active power injection and reactive
power compensation

Leonardo P. Sampaio a, *, Moacyr A.G. de Brito b, Guilherme de A. e Melo c,
Carlos A. Canesin c

a Federal Technological University of Paran�a, UTFPR, Av. Alberto Carazzai 1640, Corn�elio Proc�opio, PR, Brazil
b Federal Technological University of Paran�a, UTFPR, Via Rosalina Maria dos Santos 1233, Campo Mour~ao, PR, Brazil
c S~ao Paulo State University, UNESP, Av. Prof. Jos�e Carlos Rossi 1370, Ilha Solteira, SP, Brazil
a r t i c l e i n f o

Article history:
Received 14 February 2014
Received in revised form
16 May 2015
Accepted 11 July 2015
Available online 25 July 2015

Keywords:
Distributed generation
Power flow control
Microgrid
Linear matrix inequalities
Feedback linearization
Robust control
* Corresponding author.
E-mail addresses: sampaio@utfpr.edu (L.P. Sampai

(C.A. Canesin).

http://dx.doi.org/10.1016/j.renene.2015.07.034
0960-1481/© 2015 Elsevier Ltd. All rights reserved.
a b s t r a c t

This paper proposes a methodology for the active and reactive power flow control, applied to a grid-tie
three-phase power inverter, considering local and/or regionalized power flow control necessity in the
forthcoming distributed generation scenario. The controllers are designed by means of robust pole
placement technique, which is determined using the Linear Matrix Inequalities with D-stability criteria.
The linearized models used in the control design are obtained by means of feedback linearization, aiming
to reduce system nonlinearities, improve the controller's performance and mitigate potential distur-
bances. Through multi-loop control, the power loop uses active and reactive power transfer adapted
expressions to obtain the magnitude of the voltage and power transfer angle to control the power flow
between the distributed generation and the utility grid. The methodology main idea is to obtain the best
controllers with the lowest gains as possible placing the poles in the left-half s-plane region, resulting in
fast responses with reduced oscillations. In order to demonstrate the feasibility of the proposal a 3 kVA
three-phase prototype was implemented and a comparison with conventional controller is performed to
demonstrate the proposed methodology performance. In addition, anti-islanding detection and pro-
tection against over/under voltage and frequency deviations are demonstrated through experimental
results.

© 2015 Elsevier Ltd. All rights reserved.
1. Introduction

The old-fashioned electricity generation scenario has been
changing considering that most part of its conventional generation
results in pollutant processes, and consequently it causes risks and
impacts to the environment and humans. The new generation
scenario is been modified as it uses alternative and renewable
electrical energy sources with the distributed generation (DG)
concept next to the consumption centers, integrating sources such
as photovoltaic, wind, fuel cell, and other with the conventional
distribution utility grid [1e4]. In 2035, considering the population
increasing and the industrial sector expanding, mainly in the
development country, the global electrical energy consumption is
estimated to be increased more than 50% compared to 2008 [5].
o), canesin@dee.feis.unesp.br
In this context, the distributed generation is becoming
increasingly highlighted in the world with the purpose to integrate
the renewable electrical energy sources into the traditional elec-
trical power distribution grid [3,4,6].

Conventionally, the energy sources used in the DG are con-
nected to a DC-bus, while utility grids work with alternated current
(AC). In this context, to connect this kind of energies into the grid it
is necessary to use power electronic converters, which are, usually,
applied to step-up the alternative energies voltage, to perform the
DC to AC conversion and for synchronization to the utility grid.
Therefore, the voltage source inverter (VSI) is the most used to-
pology to perform the DCeAC conversion. Basically, to achieve
connection to the grid it is necessary to filter the harmonic contents
to feed a sinusoidal current to the grid; thus, the most common
used filters are the L and the LCL filters [6].

Therefore, some related papers propose the VSI current control
to perform the active power injection into the utility grid [8,9].
Several works propose different control techniques in order to
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operate with uncertain quantities related to the grid parameters
and to reduce possible perturbations in the control loops [7e9].
Other papers suggest the VSI voltage control; mainly, when
autonomous operation is required and/or a parallelism of the DG is
performed. Thus, this operation is usually implemented by means
of the droop control technique, in which the frequency control is
performed by the active power droop curve and the voltage control
is performed using the reactive power droop curve [6,10,11]. For
optimizing the droop control performance it is possible to use an
evolutionary algorithm to determine the best gains used in the
active and reactive power curves [12e14]. As the conventional
droop control is implemented through a simple droop gain an error
is inherent in this control. Therefore, to minimize the error and to
improve the transient response it is possible to apply adaptive and
improved droop control methodologies to have the accurate
voltage and frequency for the DG control [15e17]. In addition, the
droop control concept can be used as an auxiliary control to impose
the reference values of active and reactive power to the DG, in order
to achieve active power injection and reactive power compensa-
tion, where these references can also be generated by a supervisory
control (remote and/or local) [18].

Consequently, it is common the usage of control techniques
applied at power electronics to track a desirable reference, e.g., the
VSI output filter voltage needs to follow a sinusoidal reference.
With this purpose, the PI and PID controllers are widely employed
to control the power electronics converters [19,20], which are
designed from the linearized model of the converters obtained by
means of small-signal analysis for the operational quiescent point.
Sometimes, the converter can operate out of the specified bound-
ary, which can produce undesirable effects and at worst, the system
can operate out of the stable region [21,22].

Providing better control results, new power electronics control
schemes can handle with system nonlinearities by applying
nonlinear control techniques [23]. One of its possible application is
to find a better linear approximation model around one operation
quiescent point, attenuating those system nonlinearities, dealing
with uncertain models and working in wide operation range [7,24].

The feedback linearization is a control technique used to obtain
a linearized model from the nonlinear systems by means of the
feedback states [23e25]. This approach seeks to minimize the
nonlinearity main effects that is present in the system to be
controlled, due to exact state transformation and through feedback,
this technique is usually better than the conventional approach
used to obtain the linearized converter model. On the other hand,
the drawback of this technique is the parameter sensitivity
involved in the linearization process, which may prevent the exact
compensation of possible nonlinearity presents in the system [23].
Fig. 1. Proposed control technique applied to g
Recently, researches have been proposed the linear matrix in-
equalities (LMI) as a better solution to control several applications.
In order to guarantee the system robustness, the LMI techniques
can be applied to reject or minimize system perturbations,
achieving best controllers in a multi-objective problem working
even with polytopic uncertainties [26e28].

The LMI constraints together with the D-Stability criteria are
powerful tools to be applied in pole placement designs for feed-
back systems. These techniques can be used to guarantee the
system performance, placing the poles in a complex s-plane
defined region for the closed-loop system with the purpose to
ensure some desirable system dynamic behavior, e.g., overshoot,
settling time, transient response and less oscillations. The pole
placement is ensured by means of the minimum decay rate,
minimum damping ratio and maximum undamped natural fre-
quency, which is used to delimit a maximum time to the vector
norm [18,28].

Consequently, this paper proposes a control methodology that
uses the LMI constraints in conjunction with D-stability criteria in
order to place the poles of the closed-loop system in the complex
left-half s-plane region. The linear model used to determine the PI
controller gains is obtained by the feedback linearization tech-
nique. A three-phase inverter multi-loop control is performed to
manage the active and reactive power flow control between
distributed generation and the utility grid. In Section 2 the pro-
posed control methodology is presented for each control loop; in
Section 3 it is demonstrated the main experimental results and the
comparisons between the proposed control and the conventional
technique; finally the conclusions and some considerations are
described in Section 4.

2. The proposed control

It is proposed to control the active power injection and reactive
power compensation applied in three-phase system in alternating
current low voltage (AC-LV) grid. In this section it is presented the
three-phase inverter state-space equations; the feedback lineari-
zation technique; the controller design, the LMI constraints and D-
stability criteria, and the proposed control techniques applied to
the power, voltage and current control loops.

2.1. Three-phase inverter

The three-phase inverter control is performed by a multi-loop
control based on power, voltage and current control loops, where
all compensators are determined using feedback linearization with
LMI constraints and based on D-stability criteria. Fig. 1 shows the
rid-tie three-phase inverter with LCL filter.
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proposed grid-connected three-phase inverter control, where the
main abc state-space equations were transformed into dq
coordinates.

The main state-space equations that represent the three-phase
control in dq coordinates can be expressed as follows:

L1
d
dt

�
iL1d
iL1q

�
¼

�
ddVDC
dqVDC

�
�
�
vCfd
vCfq

�
� 3
2
uL1

��iL1q
iL1d

�
; (1)
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uL2

��iL2q
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�
: (3)
2.2. Feedback linearization

A nonlinear system [23] can be represented using the smooth
and nonlinear function, as:�

_x ¼ f ðxÞ þ gðxÞu
y ¼ hðxÞ (4)

The control technique applied in this work uses the feedback
linearization [25] once the input state u is not directly observed in
the output state y. The main idea is to transform the nonlinear
system into a fully or a partially linear system. It is obtained by
differentiating the output state until the input state u appear in the
yr, derivative of y, thus, the derivate of output y (4) can be described
as:

yr ¼ Lrf hðxÞ þ LgLr�1
f hðxÞu: (5)

If LgLr�1
f hðxÞs0 for some value when x ¼ x0 of Ux, also it is

verified in the finite neighborhood of U in x0, the input state vector
can be rewritten as:

u ¼
h
� Lrf hðxÞ þ z

i
LgLr�1

f hðxÞ : (6)

where z represents the linearized term of the derivative output y
and can be derived as:

yr ¼ z: (7)
Fig. 2. Region S(g, s, t, q) for pole placement for a closed-loop system.
2.3. Controller design

The state-space representation of a linear and time-invariant
system (LTI) can be expressed as:

_x ¼ Axþ Bu;
y ¼ Cx:

(8)

Concerning closed-loop linear systems and invariant-time
domain, the main system is described as (9) when applying feed-
back matrix K:

_x ¼ ðA� BKÞx: (9)

The dynamic error presented in (7) is linearized and a linear
controller can be designed into a specified region. Thus, several
solutions are possible to be implemented, and one possible so-
lution is the Proportional-Integral (PI) controller usage, consid-
ering the three-phase inverter measured variable values in dq
coordinates for the fundamental frequency are DC values, the PI
controller is an efficient and reliable solution to track the desired
reference [23]. Therefore, the linear system z can be represented
as:

z ¼ Kpeþ Ki

Z
edt: (10)

The proportional and integral gains must be greater than zero,
e.g., Kp > 0 and Ki > 0. It allows (10) to be expressed as:

_e ¼ �Kpe� Kiw; (11)

where:

w ¼
Z

edt: (12)

The state-feedback matrix K can be obtained rewriting (11) and
(12) into (9), as given as:�

_e
_w

�
¼ ðA� BKÞ

�
e
w

�
; (13)

where:

A ¼
�
0 0
1 0

�
; B ¼

�
1
0

�
; K ¼ �

Kp Ki
�
: (14)
2.4. LMI and D-stability

The Linear Matrix Inequalities engaged in the solution of
convex optimization problems are gaining even more attention
due to several applications and great scope in the LMI usage. One
of these applications is the pole placement (well-known as D-
Stability) for closed-loop systems into the specified region of the
complex s-plane, as shown in Fig. 2. Table 1 illustrates the
designated parameters for region S(g, s, t, q), to place the poles in
the closed-loop systems.

Generally, D-stability has the purpose to find the state-feedback
controllers K placing the poles (9) in a previously specified S(g, s, t,
q) region in the left-half s-plane [26e28]. The main LMIs to solve
the problem are defined as [7e9,18,26e28]:



Table 1
Parameters description for region S(g, s, t, q).

Parameters Description

q Boundary for imaginary poles part. It is related to overshoot
and transient response system.

g Lower bound for placed poles module. It defines the settling time.
s, t Establish the upper bound for poles module. It defines the

controllers gain.
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U>0;

AUþUAT�BY�YTBTþ2gU<0;" �tU AU�BYþsU

UAT�YTBTþsU �tU

#
<0;

"sinðqÞ�AUþUAT�BY�YTBT
�
cosðqÞ�AU�UAT�BYþYTBT

�
cosðqÞ�UAT�AUþBY�YTBT

�
sinðqÞ�UATþAU�BY�YTBT

�
#
<0:

(15)

If (15) is feasible, then a state feedback u ¼ �Kx, is stabilized to
place the poles in the closed-loop region S(g, s, t, q) if and only if
there is a symmetric matrix U and a matrix Y such that a controller
for such state feedback is given by K ¼ YU�1.
2.5. Power control loop

The proposed control of the power flow applied in the power
control loop uses the well-know expressions for active and reactive
power transfer (16)e(17) [6,10e17], where active power is mainly
related to the power transfer angle and reactive power is mainly
related with voltage magnitude.

P ¼ VCfRMS
VgRMS

XL2
sinðdÞ; (16)

Q ¼ VCfRMS
VgRMS

XL2
cosðdÞ � V2

gRMS

XL2
: (17)

Concerning that the power transfer angle is small, the active
and reactive power exhibited in (16) and (17) can be simplified as:

P ¼ VCfRMS
VgRMS

XL2
d; (18)

Q ¼ VCfRMS
VgRMS

XL2
� V2

gRMS

XL2
: (19)

Therefore, the voltage reference for the voltage control loop can
be generated by means of power loop as:

v*Cfd ¼ VCfRMS
cosðdÞ; (20)

v*Cfq ¼ VCfRMS
sinðdÞ: (21)

The error in the active power control loop can be obtained by:

eP ¼ P* � P: (22)

Deriving (22), replacing (18) and linearizing the system, the
power transfer angle can be expressed as:
d ¼ 1
VCfRMS

Z
zPdt; (23)

where:

_eP ¼ �zPVgRMS

XL2
: (24)

Rearranging (24) in order to use a PI controller (11)e(13), the
matrices for the active power control loop is given by:

A ¼
�
0 0
1 0

�
;B ¼

2
64
VgRMS

XL2

0

3
75;K ¼ �

Kpp Kip
�
: (25)

The error in the reactive power control loop can be expressed as:

eQ ¼ Q* � Q : (26)

Deriving (26), replacing (19) and linearizing the system, the
voltage reference can be given by:

VCfRMS
¼

Z
zQdt; (27)

where:

_eQ ¼ �zQVgRMS

XL2
: (28)

Finally, expressing (28) in order to use a PI controller (11)e(13),
the matrices for the reactive power control loop can be expressed
as:

A ¼
�
0 0
1 0

�
; B ¼

2
64
VgRMS

XL2

0

3
75; K ¼ �

Kpq Kiq
�
: (29)

In order to improve the power control loop dynamics the RMS
voltage value across the capacitor Cf (VCfRMS

) presented in (20), (21)
and (23) is calculated as:

VCfRMS
¼ �

E* þ DVC
	
: (30)

where E* is the RMS value of the grid voltage (phase-neutral), in this
case 127 V, DVC is the voltage deviation necessary to compensate
the reactive power into the grid; thus, equation (27) was modified
to improve the output voltage calculus (31). It was considered that
the system operates only grid-connected. So for improving the
power control loop system dynamic response the VgRMS can be
regarded as a constant value (e.g., 127 V).

DVC ¼
Z

zQdt (31)

The Matlab/Simulink® implementation for the proposed power
control loop used for voltage reference generation is depicted at
Fig. 3.

2.6. Voltage control loop

The voltage loop provides the current reference for the current
control loop. This loop bandwidth must be greater than the grid
frequency and lower than the current control loop bandwidth,
otherwise the output voltage can be distorted or the voltage control
loop may interfere in the current control loop dynamics. This loop
aimed to track the voltage references v*Cfd and v*Cfq, across Cf



Fig. 3. Power Loop implementation in Matlab/Simulink®.
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capacitors. Therefore, this loop error can be expressed as (32).

�
eVd
eVq

�
¼

"
v*Cfd
v*Cfq

#
�
�
vCfd
vCfq

�
: (32)

Deriving (32), replacing (2) and linearizing the system, the
current reference can be expressed as:

"
i*L1d
i*L1q

#
¼

�
zVd
zVq

�
þ
�
iL2d
iL2q

�
þ 3
2
uCf

��vCfq
vCfd

�
; (33)

where:

�
zVd
zVq

�
¼ �Cf

�
_eVd
_eVq

�
: (34)

Reorganizing (34) in order to use a PI controller (11)e(13), the
matrices for the voltage loop for both direct and quadrature axes
are given by (35).

A ¼
�
0 0
1 0

�
; B ¼

2
64

1
Cf

0

3
75; K ¼ �

Kpv Kiv
�
: (35)

The Matlab/Simulink® proposed voltage control loop imple-
mentation used for current reference generation is demonstrate at
Fig. 4.
Fig. 4. Voltage Control Loop implemented in Matlab/Simulink®.
2.7. Current control loop

The current control loop provides the signal for the three-phase
PWM modulation and it is required to be the fastest loop in the
system. The error between the current through the inductor L1dq
and the current reference i*L1dq is given by:

�
eid
eiq

�
¼

"
i*L1d
i*L1q

#
�
�
iL1d
iL1q

�
: (36)

As the current control loop has the objective to determine the
VSI modulation, which it is not clearly shown in (36), the feedback
linearization is applied until the modulation be clearly determined.
In sequence, expression (1) was replaced into the linearization
process in order to obtain the VSI modulation, as:�
dd
dq

�
¼ 1

VDC

�
zid
ziq

�
þ 1
VDC

�
vCfd
vCfq

�
þ 3
2
uL1
VDC

��iL1q
iL1d

�
; (37)

where:�
zid
ziq

�
¼ �L1

�
_eid
_eiq

�
: (38)

Thus, reorganizing (38) in order to use a PI controller (11)e(13),
the matrices for the current loop for both direct and quadrature
axes are given by (39).

A ¼
�
0 0
1 0

�
; B ¼

2
64

1
L1
0

3
75; K ¼ �

Kpi Kii
�
: (39)

The Matlab/Simulink® proposed current control loop imple-
mentation used for the obtainment of the VSI modulation is
demonstrate at Fig. 5.

Therefore, by means of the LMI presented in (15) it is possible to
determine the PI controllers gains for the power, voltage and cur-
rent control loops, introducing thematrices (25), (29), (35) and (39)
in (15), in order to obtain the state-feedback controllers obtained
from feedback linearization.
3. Results

The proposed control was implemented experimentally to
demonstrate its feasibility, where the power flow control is applied
for a grid-tied three-phase inverter with LCL filter, using nonlinear
and robust control. The main parameters used for the three-phase
inverter are summarized in Table 2.

The control laws were implemented by means of the DSPACE



Fig. 5. Current Control Loop implemented in Matlab/Simulink®.

Table 2
Three-phase design parameters.

Parameters Values

DC input voltage (average) VDC ¼ 450 V
Grid phase-neutral voltage (rms) Vg ¼ 127 V
Nominal output power 3000 VA
Switching frequency fs ¼ 16 kHz
Inductor L1 L1 ¼ 0.5 mH
Inductor L2 L2 ¼ 7 mH
Capacitor C Cf ¼ 15 mF

Table 3
Design of the proposed controller applied for the three-phase inverter.

Loop Parameters for S(g, s, t, q) region PI - controller

g s t q Kp Ki

Active power 1.8 0 1.83 2� 0.075 0.069
Reactive power 4.5 0 4.568 0.02� 0.189 0.427
Voltage (dq) 1200 0 1201 1� 0.036 21.6
Current (dq) 1200 0 1320 2� 1.260 792.98

Fig. 6. GUI for Active and rea
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ACE1104 digital platform with sampling frequency of 10 kHz. The
grid emulator was performed using California MX45-3Pi and the
DC voltage was supplied by Tectrol along with a Boost converter.

The controller gains were determined in Matlab® with YALMIP
toolbox, using SEDUMI [29] solver. The parameter g is well-known
in literature as decay rate [18,28]. This parameter is inserted into
LMIs restriction to ensure themaximum establishment time for the
vector states norm and it is given by (40). Where x is the state
vector; thus, the time establishment can be defined by (41). The
parameters used to determine the S(g, s, t, q) region in the left-half-
s-plane and the controller gains obtained for the PI compensator
are illustrated in Table 3.

lim
te/∞

e�gtekxk ¼ 0 (40)

te ¼ 2p
g
z

6
g

(41)

Fig. 6 shows the Graphic User Interface (GUI). It is a friendly-user
interface that allows easy management and active power injection
and reactive power compensation control. The GUI was developed
using the Control Desk (Dspace® Software Kit) environment. From
this interface it is possible to control the amount of power to be
injected to the grid (P and Q) and also the main voltages and cur-
rents can be monitored in real time.
3.1. Results for normal grid operation

Figs. 7 and 8 show the active and reactive power flow tracking,
where the power flow was transferred in fast way and one can
observe that the proposed control allows fast dynamic responses
and the error in steady state is near to zero.

Some step power changes in the power references were applied
as verified at Figs. 7 and 8. The settling time for the power loop was
about 1 s, i.e to set new power transfer values. As it can be noted the
ctive power flow control.



Fig. 7. Active power tracking.

Fig. 8. Reactive power tracking.
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D-stability region should be adjusted so that the system operates
within acceptable patterns from the utility grid, considering a
scenario inwhich the DGmust inject active and reactive power in a
fast way, to guarantee the power quality, the proposed control al-
lows a good relationship between speed and overshoot.

Fig. 9 shows the grid voltage and current injection into the grid
for nominal power (3000 W) (1 kW per phase). It can be observed
the THD is much lower than 5%, the maximum value allowed by
IEEE standard [30].
Fig. 9. Grid Voltage and current injection into the grid for nominal power. Vg:
50 V/div; iL2: 5 A/div; time: 2 ms/div. THDiL2a : 2:1%; THDiL2b : 2:1% THDiL2c : 2:3%.
The harmonic distortion on the injected grid current, consid-
ering Fig. 9 scenario, is presented at Fig. 10. As it can be seen all
three-phase harmonic contents are in compliance with IEEE stan-
dard [30].

Fig. 11 shows the grid voltage and current injection into the grid
for active power injection of 1500 W and reactive power compen-
sation of þ1500 var. Fig. 12 shows the grid voltage and current
injection into the grid for active power injection of 1500 W and
reactive power compensation of �1500 var. The apparent power
was 3000VA for both situations.
3.2. Results for anti-islanding and protections

For attending the standards requirements during the islanding
mode and grid anomalous operation, the SMS (Slide Mode Fre-
quency Shift) [31] algorithm was used as active method and the
over/under voltage and frequency were implemented through
passive methods. Fig. 13 shows the SMS algorithm block diagram.

The active power loop modify the power transfer angle in order
to track the desired power, thus, naturally the control tries to
modify the voltage frequency; nevertheless, in the grid presence
the frequency is not modified. As a result, the SMS algorithm was
implemented together with the active power loop, with over/under
voltage detection. Fig. 14 shows the results of anti-islanding
protection.



Fig. 10. Harmonic Distortion on the Injected Grid Current for Nominal Power (P ¼ 3000 W e Q ¼ 0 var).

Fig. 11. Grid voltage and current injection into the grid for Active power injection of
1500 W and reactive power compensation of 1500 var. Vg: 50 V/div; iL2: 5 A/div; time:
2 ms/div.

Fig. 12. Grid voltage and current injection into the grid for Active power injection of
1500 W and reactive power compensation of �1500 var. Vg: 50 V/div; iL2: 5 A/div;
time: 2 ms/div.

Fig. 13. SMS algorithm block diagram.

Fig. 14. Islanding protection and reconnection with the grid.
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The overvoltage and undervoltage protections were imple-
mented using the direct-quadrature grid voltage, in accordance
with the voltage limits given by IEC 62116 [32]. Fig. 15 shows the
over and under voltage protections.
The protections against overfrequency and underfrequency

were implemented by means of the verification of the grid voltage
frequency, using the phase-locked loop (PLL) frequency, as shown
in Fig. 16. It can be observed that the proposed protections can
detect the frequency fault occurrence quickly below the time value
defined by the IEC standard [32].
3.3. Comparisons

In order to demonstrated the contribution of this proposedwork
an evaluation was performed, comparing the proposed technique
with the conventional VSI with LCL filter control technique. The
comparison was performed using Matlab/Simulink® software.
Fig. 19 shows the conventional multi-loop control block diagram of
the voltage source inverter with LCL filter, which was obtained by
means of the small-signal analysis over equations (1)e(3). The
gains of the PI compensator showed in Fig. 17 are presented in
Table 4.

With the purpose to compare the proposed control scheme
effectiveness, both control methods were submitted to the same
steps of active and reactive power references. Initially, the active
power and reactive power references are defined equal to 0. From 2
to 10 s the active power reference is changed to 3000 W while
reactive power reference is kept in 0 var. From 10 to 18 s the active
power reference is changed to 2500 W and reactive power refer-
ence is set up to 1500 var. From 18 until 26 s the reactive power



Fig. 15. Results considering the system safety: (a) Overvoltage protection and (b) Undervoltage protection.

Fig. 16. Results considering the system safety: (a) Overfrequency protection and (b) Underfrequency protection.

Fig. 17. Block diagram applied in the conventional control of the VSI with LCL filter.
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reference is changed to�1500 var while the active power reference
is kept constant in 2500W. These comparisons are shown in Fig. 18.

Comparing the results of Fig. 18, it can be seen that the proposed
control operates with minor overshoots and fast responses when
compared with the conventional control, both for the active and
reactive power loops during reference changes. Considering the
active power loop shown in Fig.18 a, the overshoot for the proposed
control was 11.20% while considering the conventional approach it
was about 47%. The proposed control achieved a settling time of
3.0 s while the conventional reached 4.2 s. For the reactive power
loop the overshoot of the proposed control was 37%, and 48% is
achieved for the conventional one. Finally, the settling time for both
methodology was 1.0 s, as can be observed in Fig. 18 b.

Fig. 19 shows the behavior of the voltage and current loops for
the direct axis considering the changes in the active and reactive
power references presented in Fig. 18. As can be observed in Fig. 19
the proposed control can track the voltage reference v*Cfd and cur-
rent reference i*L1d generated by power loop and voltage loop,
respectively. Considering the proposed control, the overshoot and
settling time were 2.0% and 0.8 s for the voltage loop, and 1.0% and
0.6 s for the current loop. The conventional control applied in the
voltage loop does not track the reference VCfd

* appropriately; thus,



Fig. 18. Comparison between the proposed control methodology and conventional control during reference changes of active power and reactive power.

Fig. 19. Comparison between the proposed control methodology and conventional control in direct voltage loop and direct current loop during reference changes of active power
and reactive power.

Table 4
Parameters used in the conventional control of the VSI with LCL filter.

Active power loop Reactive
power loop

Voltage loop Current loop

Kpp Kip Kpq Kiq Kpv Kiv Kpi Kii

Gains 0.00013 0.00026 0.0018 0.392 0.0821 59.585 0.0144 52.1411
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the voltage loop increases the current reference value (i*L1d).
Despite the conventional control provides the desired active and

reactive power for the system, the proposed control operates with
superior performance, mainly, when the comparison is performed
in the internal control loops. Therefore, the comparisons demon-
strate the proposed control methodology contribution, which
operates with fast dynamics and lower overshoot, ensuring the
power flow control between the DG and utility grid can be per-
formed within the presented design criteria.
4. Conclusion

This paper presented a technique to control the active and
reactive power flow between a DG and utility grid through a three-
phase grid-tie inverter. The proposed technique uses state-
feedback controller K with reduced gains and fast responses in
order to track the desirables P* and Q* values, considering a micro-
grid scenario with DG.
The experimental results demonstrated the proposed control
feasibility, which can allow the three-phase inverter operates with
fast dynamics, providing current injection into the AC grid with low
THD for any relationship between P* and Q*. Furthermore, the paper
presented experimental results for anti-islanding detection and
protections against over/undervoltage and over/underfrequency.
These algorithms are extremely important to attend standards, to
protect and prevent accidents over connections between the DG
and the utility grid, and finally, for the grid workers.

The comparison with a conventional control technique was
performed, demonstrating the proposed control benefits once it
operates with fast dynamics and lower overshoots when compared
with the conventional approach.

The proposed control used a nonlinear control technique well-
known as feedback linearization to attenuate possible distur-
bances and nonlinearities presents in the system. Furthermore, the
controllers were designed by means of the Linear Matrix In-
equalities constraints with D-stability criteria, in order to ensure
the pole placement in the s-plane specified region. Finally, the
proposed control design has the state-feedback benefit that im-
proves the control response and reduces possible interferences and
perturbations into the system.
Acknowledgment

The authors would like to thank FAPESP, CNPq, CAPES and Sem-
ikron for financial support given to the development of this work.



L.P. Sampaio et al. / Renewable Energy 85 (2016) 854e864864
References

[1] M.A.G. de Brito, L.P. Sampaio, L. Galotto Jr., C.A. Canesin, Evaluation of the main
MPPT techniques for photovoltaic applications, IEEE Trans. Ind. Electron. 60
(3) (March 2013) 1156e1167.

[2] A. Consoli, M. Cacciato, V. Crisafulli, Power converters for photovoltaic gen-
eration systems in smart grid applications, Eletrônica Potência e SOBRAEP 14
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