Phenological visual rhythms: Compact representations for fine-grained plant species identification
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A B S T R A C T

Plant phenology, the study of recurrent life cycles events and its relationship to climate, is a key discipline in climate change research\cite{[1,2,30]}. One key component of phenology research is the leaf exchange patterns from leaf budding to senescence, due to its relevance to comprehend ecosystem processes, such as growth, water and gas exchange, and nutrient cycling\cite{[29]}. The dynamics of plant growing seasons define the spatial and temporal patterns of carbon balance and water exchange, and ultimately the productivity of terrestrial ecosystems\cite{[2,35]}.

Recently, digital cameras have been effectively applied as multi-channel imaging sensors to estimate color changes (RGB channels) that are related to leaf flushing and senescence phenology\cite{[1,2,16]}. The technique allows to increase the range of study sites and species and the accuracy of phenological observations, and a clear perception of the start and end of the growing season\cite{[2,16]}.

We have monitored leaf changing patterns of a tropical cerrado-savanna vegetation by taking daily digital images\cite{[2]}. We extracted image color information from the RGB (red, green, and blue) channels and correlated the changes in pixel levels over time with leaf phenology patterns\cite{[2]}. The analysis was conducted after we defined regions of interest (ROI) based on the random selection of plant species crowns identified in the digital image\cite{[29]}. We obtained a time series associated with each ROI, raising the need of using appropriate tools for mining patterns of interest in a given digital image\cite{[7,32,33]}.

The plant species identification is a key issue for the phenological observation of tree crowns using phenocams, especially in tropical vegetation where one single image may include a high number of species\cite{[2,6,7]}. This task is time consuming since first each crown in the image has to be matched to the tree in the soil and then the tree is identified at species level. In this sense, we have developed and deployed computational methods to find similar patterns in the digital images and then we checked if they correspond to similar species or leaf functional groups\cite{[5,6]}.

The major challenge of designing automatic tools for addressing the plant identification task is to deal with fine-grained
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recognition, where the categories are visually similar. In general, different plant species may have an analogous behavior with respect to leaf color change and, hence, the differences between their time series are quite subtle and hard to be detected, even for humans without careful training. Usually, plant identification is based on the analysis of huge volumes of sequential vegetation images, i.e., vegetation images obtained over time. In this scenario, another challenge refers to efficiency aspects, both in terms of storage requirements and processing time. Typical existing solutions for plant identification based on vegetation images [6,28] do not scale properly for handling ever-growing collections.

In this paper, we present an effective and efficient approach for capturing phenological patterns from time series generated by digital images. Our strategy consists of encoding time series as a visual rhythm [25]. This simple, yet effective, approach offers rich information regarding spatio-temporal data, which is useful in many fields of applicability. Here, we focus on applications of the proposed method to identify and distinguish the behavior of plant species. In this scenario, visual rhythms are characterized by traditional and recently proposed image description algorithms. Such methods are able to codify key image features into fixed-size representations.

The proposed method was evaluated in a dataset recorded during the main leaf flushing season composed of about 2,700 images [2]. We performed a detailed experimental comparison of several image descriptors. The results show that our approach presents high accuracy on identifying regions in the images belonging to a same plant species. In addition, our strategy provides a compact representation for time series. The improvement of the computation makes it suitable for long-term data sets.

This paper extends substantially our preliminary works presented in [3,4]. Here, we introduce several innovations. First, we present a review of the state-of-the-art approaches for processing spatio-temporal data. In addition, we discuss new strategies of generating visual rhythms from time series. Finally, after a much more thorough presentation of the proposed method, we extend the experimental evaluation of our technique, including a statistical analysis of its performance.

The remainder of this paper is organized as follows. Section 2 briefly describes related work. Section 3 discusses the methodology adopted for acquiring time series. Section 4 presents our approach and shows how to apply it to characterize time series. Section 5 presents the adopted experimental protocol, while Section 6 reports the results of our experiments and compares our technique with other methods. Finally, we offer our conclusions and directions for future work in Section 7.

2. Related work

The increasing accessibility to data with high spatio-temporal resolution has enabled a detailed analysis of vegetation properties. At the same time, it requires feature extraction techniques able to represent such properties, taking into account storage aspects.

Time series-based vegetation indices from remote sensing images (RSIs) are widely used for phenological and land cover change studies. Rodrigues et al. [31] presented a software to extract phenological parameters (e.g., maturity and senescence) from Normalized Difference Vegetation Index (NDVI) time series. Foster et al. [13] also applied NDVI time series to detect grassland vegetation. Brooks et al. [10], in turn, proposed a Fourier-based algorithm to fit NDVI multitemporal curves and reduce missing data effects in the analysis. Hnimina et al. [17] exploited NDVI time-series to evaluate the potential use of MODerate resolution Imaging Spectroradiometer (MODIS) remote sensing data for monitoring phenological patterns in a African savanna.

In [6,8,23,28], the authors consider not only temporal but also spatial properties. For that, they extract time series from segmented regions. Petitjean et al. [28] proposed a strategy to encode spatial data over time. Their strategy consists of segmenting each image of the series in order to characterize each pixel of the data with spatial properties. The time series are computed for each pixel based on the properties extracted from the segmented regions. Ardila et al. [8], in turn, used time series based on spatial properties, from pre-defined regions to monitor urban trees. Almeida et al. [6] exploited a multiscale segmentation structure to compute time series with spatial information, which were used to detect phenological patterns in a cerrado-savanna vegetation. Ma et al. [23] analyzed spatial and temporal patterns in savanna vegetation phenology in Australia by comparing image datasets from different spatial resolutions.

In spite of all the advances, existing strategies for processing spatio-temporal data usually require a considerable amount of storage space. A traditional phenology database storing information from just one event per individual per year, for several species and observation stations may encompass an enormous amount of data. For instance, the data set of phenological observations of plant species from Central Europe, largely Germany, from about 9000 stations, covering 130 years (1880–2009), includes more than 16 millions observations [12]. This paper aims to fill such a gap. Here, we introduce a compact representation for identifying and characterizing plant species in time series obtained from phenological observations.

3. Time series acquisition

The near-remote phenological system was set up in an 18 m tower in a Cerrado sensu stricto, a savanna-like vegetation located at Itirapina, São Paulo State, Brazil. We set up the camera to automatically take a daily sequence of five JPEG images (at 1280 × 960 pixels of resolution) in the first 10 min of each hour, from 6:00 to 18:00 h (UTC3), totaling 65 images per day. The present study was based on the analysis of over 2,700 images (Fig. 1), recorded at the end of the dry season, between August 29th and October 3rd 2011, day of year (DOY) 241 to 278, during the main leaf flushing season [2].

The image analysis was conducted by defining different regions of interest (ROI), as described in [1,2,29,30]. For each ROI, a binary image with the same dimensions of the original image was created. These images are later used as masks. A mask of white pixels indicates the ROI, and the remaining area is filled by black pixels. As defined in [2], we selected six ROIs (Fig. 2) of six plant species described as follow: (1) Aspidosperma tomentosum (Fig. 2(a)), (2) Caryocar brasiliensis (Fig. 2(b)), (3) Myricia guianensis (Fig. 2(c)), (4)
Fig. 2. Regions of interest (ROIs) defined for the analysis of cerrado-savanna digital images: (a) Aspidosperma tomentosum, (b) Caryocar brasiliensis, (c) Myrcia guianensis, (d) Miconia rubiginosa, (e) Pouteria ramiflora, and (f) Pouteria torta.

Miconia rubiginosa (Fig. 2(d)), (5) Pouteria ramiflora (Fig. 2(e)), and (6) Pouteria torta (Fig. 2(f)).

According to the leaf exchange data from the on-the-ground field observations on leaf fall and leaf flush at our study site, those species were classified into three functional groups [2]: (i) deciduous: Aspidosperma tomentosum and Caryocar brasiliensis; (ii) evergreen: Myrcia guianensis and Miconia rubiginosa; and (iii) semideciduous: Pouteria ramiflora and Pouteria torta.

4. Visual rhythm-based description

Visual rhythms [25] are an effective way to analyze temporal properties from video data. It consists of an abstraction of a video that encodes the temporal change of pixel values along a specific sampling line [21], as illustrated in Fig. 3(a). In this example, the central column of a set of images are put together to create a single image, the visual rhythm. A clear advantage of this approach is the reduction of the storage space of the extracted features. Therefore, it also speeds up data processing.

Formally, a visual rhythm is a simplification of a video \( V = \{ f_t \}, t \in [1, T] \), in domain \( 2D + t \), with \( T \) frames of dimensions \( W_V \times H_V \), in which each frame \( f_t \) is transformed into a vertical line on an image \( R \), in domain \( 1D + t \), such that,

\[
R(t, z) = f_t(r_x \times z + a, r_y \times z + b), t \in [1, W_R], z \in [1, H_R],
\]

where \( W_R \) (\( W_R = T \)) and \( H_R \) are its width and height, respectively; \( r_x \) and \( r_y \) are the sampling rates along the horizontal and vertical directions; \( a \) and \( b \) are the horizontal and vertical offsets on each frame, respectively.

Without loss of generality, a time series comprised of images taken by digital cameras at fixed time intervals can be viewed as a single video of the vegetation. Therefore, a visual rhythm can be used to simplify a time series into a single image, as illustrated in Fig. 3(b).

This example shows the visual rhythm produced by sampling the central vertical line of vegetation digital images such as the one showed in Fig. 1. The parameters \( r_x \), \( r_y \), \( a \), and \( b \) used to generate the visual rhythm are 0, 1, \( W_V/2 \), and 0, respectively. In this paper, we propose to take advantage of existing image descriptors to identify and characterize phenological changes in visual rhythm images.

The major problem with the previous definition of visual rhythms is that it has been designed for the pixel sampling of specific lines (e.g., diagonal, horizontal, and vertical). Here, we are interested in analyzing unshapely regions related to plant species that are identified by phenology experts (see Fig. 2). However, it is impossible to adjust values for the parameters \( r_x \), \( r_y \), \( a \), and \( b \) so that we can transform a ROI into a vertical line of a visual rhythm.

The novelty of this paper is to generalize the notion of visual rhythms. From a generic point of view, this approach relies on taking samples of the information to be analyzed and then grouping them in an orderly manner. The key contribution of our idea is the mapping function we design to encode the temporal change of a ROI into a single image. In the following, we present different strategies of generating visual rhythms from time series obtained by digital images of vegetation data.

4.1. Pixel-based visual rhythm

Let \( S = \{ S_h \}, h \in [1, H] \) be a set of \( H \) image sequences, in which each \( S_h = \{ T_{dh} \}, d \in [1, D] \) is composed of \( D \) images \( T_{dh} \), with dimensions \( W_S \times H_S \), taken by the digital camera at the day of year \( d \) and the hour \( h \); and \( M \) be a binary image, with the same dimensions of \( S \), in which white pixels indicate an area of interest. Fig. 4 shows how pixel-based visual rhythm images are created.

Initially, we convert the binary image \( M \) into a list of Cartesian coordinates \( L_{xy} = \{ (x, y) \mid M(x, y) = 1 \} \). Next, we use this list for computing the geometric center \((x_c, y_c)\) of the area of interest. After that, we translate the Cartesian coordinate system of the elements in the list \( L_{xy} \) to have its origin at the point \((x_c, y_c)\) and then we convert them to the polar coordinate system, creating a list of polar coordinates \( L_{\theta \rho} \). Thereafter, we create an index \( K = \{ k \mid \forall (r, \theta) \in L_{\theta \rho}, k = 2\pi r + \theta \} \) which assigns a unique value to each element in the list \( L_{\theta \rho} \). Finally, we sort the keys in the index \( K \) in an increasing order and then we use them to arrange the elements in the list \( L_{xy} \).

Thus, we can define a visual rhythm as a mapping of an image sequence \( S_h \) into a single image \( R_h \), in which each image \( T_{dh} \) is a column (i.e., vertical line) at the row \( d \), such that

\[
R_h(d, z) = T_{dh}(L_{xy}(z)), d \in [1, W_R], z \in [1, H_R],
\]
where $W_R = D$ and $H_R = |L_{xy}|$ are its width and height, respectively. Fig. 5 presents the visual rhythms produced by the pixel sampling of the digital images using each ROI from Fig. 2.

4.2. Area-based visual rhythm

Let $S = (I_{xy})$, $d \in [1, D]$, $h \in [1, H]$ be an image sequence composed of $D \times H$ images $I_{dh}$, with dimensions $W_S \times H_S$, taken by the digital camera at the day of year $d$ and the hour $h$; and $M$ be a binary image, with the same dimensions of $S$, in which white pixels indicate an area of interest. Fig. 6 shows how area-based visual rhythm images are created.

Initially, we convert the binary image $M$ into a list of Cartesian coordinates $L_{xy} = \{(x, y) \mid M(x, y) = 1\}$. After that, we use this list to draw a sample of the pixels from an input image $I_{dh}$. Finally, we extract a feature $F_{dh}$ that uniquely characterizes the natural distribution of all those pixels by calculating color moments of this segmented region.

Here, we use the three central moments of a color distribution [37]. The first-order moment can be interpreted as the average color intensity, and it can be calculated by using the formula:

$$F_{dh} = E_{dh} = \frac{\sum_{(x,y) \in L_{xy}} I_{dh}(x,y)}{|L_{xy}|}.$$

The second-order moment is the standard deviation, which is obtained by taking the square root of the variance of the color distribution, i.e.,

$$F_{dh} = \sigma_{dh} = \sqrt{\frac{\sum_{(x,y) \in L_{xy}} [I_{dh}(x,y) - E_{dh}]^2}{|L_{xy}|}}.$$

The third-order moment is the skewness. It measures how asymmetric the color distribution is, and thus it gives information about the shape of the color distribution. It can be computed with the following formula:

$$F_{dh} = s_{dh} = \sqrt[3]{\frac{\sum_{(x,y) \in L_{xy}} [I_{dh}(x,y) - E_{dh}]^3}{|L_{xy}|}}.$$

Thus, we can define a visual rhythm as a mapping of an image sequence $S$ into a single image $R$, in which each feature $F_{dh}$ is a pixel at the position $(d, h)$, i.e.,

$$R(d, h) = F_{dh}, d \in [1, W_R], h \in [1, H_R].$$

where $W_R = D$ and $H_R = H$ are its width and height, respectively. Figs. 7–9 present the visual rhythms produced by the pixel sampling of the digital images using each ROI from Fig. 2, where each ROI was encoded by the first-order, second-order, and third-order moments, respectively.
5. Experimental protocol

This section presents the adopted experimental protocol. First, we introduce the region-based image retrieval scenario used in our evaluation in Section 5.1. Next, we present the used evaluation metrics and the baseline considered in our study in Sections 5.2 and 5.3, respectively.

5.1. Image retrieval protocol

We carried out experiments to identify plant species in the image using the proposed visual rhythm representations. In this work, we approach the plant identification as an image retrieval problem, in contrast to some initiatives that have addressed this task in the context of image classification [5,6]. Our objective is to use the proposed representations in search services that could leverage the understanding of phenological changes over time by providing areas of plant individuals whose visual features are similar to those of a region of interest defined as input.

We adopted a content-based region retrieval approach in our evaluation protocol. This approach relies on the execution of similarity searches [41], according to which image regions are ranked in order of their distance from a given query region. From each image region, feature vectors are extracted by taking into account different representations (e.g., pixel-based or area-based visual rhythm) and descriptors (e.g., Global Color Histogram). Two regions are considered similar to each other, if the distance of their feature vectors are small. The more effective a descriptor is, the more relevant image regions are ranked at top positions of the returned ranked list.

The flowchart of the content-based region retrieval system is illustrated in Fig. 10. The process is composed of offline and online steps. The offline steps comprise: (1) the representation of each labeled segmented regions in the multitemporal data by using visual rhythms; (2) the extraction of features from each visual rhythm through descriptors; and (3) the indexing of features in a data repository. The online steps consists of a query search composed of the following steps: (4) the selection of a query pattern, which is a segmented region along the multitemporal images; (5) the computation of the query’s visual rhythm; (6) the extraction of features by using descriptors; (7) the search computation by similarity; and (8) the final similarity ranking, including all patterns learned at the offline stages.

In this system, we provide a time series extracted from an image area associated with a given species and we query for similar time series computed from other image areas that belong to the same species. For describing time series encoded into a visual rhythm, we used six traditional and recently proposed image descriptors: Auto Color Correlogram (ACC) [18], Color Coherent Vector (CCV) [26], Border/Interior pixel Classification (BIC) [36], and Global Color Histogram (GCH) [38], for encoding color information; Generic Fourier Descriptor (GFD) [42] and Haar-Weavelet Descriptor (HWD) [20], for analyzing spectral properties. The distance function used for feature comparison is the Manhattan ($L_1$) distance. For more details regarding those image descriptors, refer to [27].

Our strategy to evaluate image descriptors in the context of time series description is based on assessing the similarity among regions associated with individuals of a same species. For that, we used the Guigues algorithm [15] to segment the hemispheric image into small polygons, obtaining 8, 849 segmented regions (SR). Then, we associated each SR with a single ROI aiming to label it.
labeled region is created if there is at least 80% of overlapped area between a SR and a ROI. In the remainder of this paper, when we refer to regions of interest related to tree crowns of plant species identified manually in the digital image, we use the acronym ROI; and when we refer to segmented regions obtained from the segmentation algorithm, we use the acronym SR. The similarity between two SRs is computed as a function of the distance between the feature vectors extracted from their visual rhythms. An image descriptor is better than another if it ranks more SRs belonging to the same ROI of a query SR at the first positions.

For each ROI, we randomly selected twenty percent of its total number of SRs to be used as queries. Five replications were performed in order to ensure statistically sound results. Presented results consider the average performance of the evaluated image descriptors, which were computed based on the mean and standard deviation of each replication.

5.2. Evaluation metrics

We assess the effectiveness of each approach using the metrics of Precision and Recall. Precision is the ratio of the number of relevant SRs retrieved to the total number of irrelevant and relevant SRs retrieved. Recall is the ratio of the number of relevant SRs retrieved to the total number of relevant SRs in the database. Here, a given SR is considered as relevant only if it belongs to the same ROI of a query SR. However, there is a trade-off between Precision and Recall. Greater Precision decreases Recall and greater Recall leads to decreased Precision. So, we choose to report the results using unique-value measurements: Mean Average Precision (MAP), which is the mean of the precision scores obtained at the ranks of each relevant SR; and Precision at 5 (P5%), which is the average precision after 5 SRs are returned. These metrics combine Precision and Recall into a single measure, which makes the comparison easier.

5.3. Baseline

We compare the visual rhythm-based techniques against three approaches widely used by phenology experts for characterizing leaf-changing patterns of plant species from digital images. The first approach is a normalized index called RGB chromatic coordinates (RGBCc), which was developed by Gillespie et al. [14] and is considered the most efficient index to detect the color of plants in relation to their background [40]. The normalized RGBCc index undergoes a nonlinear transform, as follows: \( r = R/(R + G + B), g = G/(R + G + B), b = B/(R + G + B) \); where \( R \), \( G \), and \( B \) are the average pixel intensity of the red, green, and blue bands, respectively.

The second approach is a contrast index named as Excess Green (ExG), which was introduced by Woebbecke et al. [40] and is commonly applied to separate green plants from soil and residue background. The ExG index is defined as: \( ExG = 2g−r−b \). Similarly, the third approach, known as Normalized Difference Index (NDI), uses only green and red channels and is given by [39]: \( NDI = (G − R)/(G + R) \).

6. Experimental results

The objective of our evaluation is to confirm that the use of the proposed visual rhythm representations yields comparable results, in terms of search result effectiveness, when compared with the traditional RGBCc index. The evaluation results are discussed in Sections 6.1 and 6.2, for the pixel-based and area-based visual rhythm representations, respectively. The correlation analysis and feature combination between different approaches is discussed in
Section 6.3. Finally, in Section 6.4, we discuss on efficiency aspects of the visual rhythm-based techniques, highlighting the main advantages of using the proposed approaches.

6.1. Pixel-based visual rhythm

Tables 1 and 2 compare the pixel-based visual rhythm techniques and the baseline methods with respect to the MAP and P@5 measures, respectively. MAP is a good indication of the effectiveness considering all positions of obtained ranked lists. P@5, in turn, focuses on the effectiveness of the methods considering only the first positions of the ranked lists. For each approach, we highlight the hour of day that provided the best result.

Those results indicate that the performance of the different evaluated approaches is similar, with a small advantage to the RGB-based baseline. Notice that early hours (from 8h to 11h) are better to characterize the phenological changes of plant species by using color descriptors. As we can observe, the best performances were achieved using the digital images taken at ten in the morning. This finding disagrees with the general suggestion of extracting color information from midday hours (from 11h to 14h) for ecological studies [11,19,29].

Paired t-tests were performed to verify the statistical significance of those results. For that, the confidence intervals for the differences between paired means of each ROI were computed to compare every pair of approaches. If the confidence interval includes zero, the difference is not significant at that confidence level. If the confidence interval does not include zero, then the sign of the difference indicates which alternative is better.

Tables 3 and 4 present the 99% confidence intervals of the differences between the RGB-based baseline and the pixel-based visual rhythm techniques for the MAP and P@5 measures, respectively. For simplicity and readability purposes, we report only the results for the hour of day that provided the best result of each approach. Such analyses confirm that the pixel-based visual rhythm techniques and the RGB-based baseline exhibit similar performance. Notice that the confidence intervals include zero and, hence, the differences between those approaches are not significant at that confidence level.

Figs. 11 and 12 compare the individual scores obtained for each ROI considering the best results of the evaluated methods in terms of the MAP and P@5 measures, respectively. It is interesting to note the differences in responsiveness of the different approaches with respect to each of the species individually. The main reason for those results is the different patterns of the leaf color change of each species. In general, different image descriptors are designed to capture different visual features.

6.2. Area-based visual rhythm

In Fig. 13, we compare the effectiveness of the baseline methods and the area-based visual rhythm techniques by considering different image descriptors. The graphs present the individual scores obtained for visual rhythms encoded by the first-order (first column), second-order (second column), and third-order (third column) moments. We show the results for the MAP (top row) and P@5 (bottom row) measures.

In general, those graphs demonstrate that visual rhythms encoded by lower order moments (left column) outperform the higher order ones (right column). On the other hand, for a same statistics, the performance of different image descriptors of a same type (color or texture) is similar. Unlike the results obtained for the pixel-based visual rhythm techniques, the texture descriptors (GFD and HWD) are more effective than the color ones (ACC, BIC, CCV, and GCH).

Table 5 presents the 99% confidence intervals of the differences between the RGB-based baseline and the area-based visual rhythm
techniques for the MAP and P@5 measures, respectively. Such analyses confirm that the area-based visual rhythm techniques and the RGB-based baseline exhibit similar performance. Note that the confidence intervals include zero and, hence, the differences between those approaches are not significant at that confidence level.

In Fig. 14, we compare the individual scores obtained for each ROI in terms of the MAP (top row) and P@5 (bottom row) measures, respectively. We show the results for visual rhythms encoded by the first-order (first column), second-order (second column), and third-order (third column) moments by considering different image descriptors. Notice the differences in responsiveness of the evaluated methods with respect to each of the species individually. For instance, despite the overall performance of the first-order visual rhythms outperform the second-order ones, these latter have achieved the best results for the *Pouteria torta*. On the other hand, they have obtained the worst results for the *Myrcia guianensis*.

This behavior reflects their contrasting leaf phenoLOGY [2]: the *Myrcia guianensis* is an evergreen species and, therefore, the leaf senescence is a continuous process and color changes are more subtle over time; in contrast, the *Pouteria torta* is semideciduous, thus the color change reflects the rapid leaf senescence and the flush of new leaves.

6.3. Correlation analysis and descriptor combination

One important issue with regard the evaluation of multiple representations and descriptors concerns the investigation of their correlation. The objective is to somehow confirm if the different representations/descriptions provide complementary information regarding the image visual properties.

Figs. 15 (a) and 16(a) present the correlation among the ranked lists defined by the most effective descriptors associated with the pixel-based and area-based visual rhythm representations, respectively. The correlation score is computed using the Kendall rank correlation coefficient, defined as:

$$
\tau(x, y) = \frac{(P - Q)}{\sqrt{(P + Q + T) \times (P + Q + U)}}
$$

where $P$ is the number of concordant pairs, $Q$ the number of discordant pairs, $T$ the number of ties only in rank $x$, and $U$ the number of ties only in rank $y$. If a tie occurs for the same pair in both $x$ and $y$, it is not added to either $T$ or $U$.

The RGB-based baseline is referred at the first line and column in both figures. Notice that the proposed descriptors are not correlated to each other. More importantly, they are not correlated to the RGB-based baseline. That opens a novel possibility of investigation concerning their combination.

In this sense, we have combined the ranked lists associated with the two best descriptors for the pixel-based and area-based visual rhythm representations with the RGB-based baseline using the traditional Borda Count rank aggregation approach [9]. The Borda Count algorithm is an order-based method, according to which a score is assigned to an element $x$ in the ranked list $r_i$, equal to $|r_j| - r_i(x)$, where $r_i(x)$ is the position of the element $x$ in $r_i$. The final score of an element is the sum of the scores obtained in each ranked list.
Fig. 14. Individual scores obtained for each ROI. These graphs present the results for visual rhythms encoded by the first-order (first column), second-order (second column), and third-order (third column) moments. They report the MAP (top row) and P@5 (bottom row) measures.

Fig. 15. (a) Kendall rank correlation scores and (b and c) Combination results of the two best pixel-based descriptions with the RGB-based baseline.

Fig. 16. (a) Kendall rank correlation scores and (b and c) Combination results of the two best area-based descriptions with the RGB-based baseline.
Figs. 15 (b and c) and 16(b and c) present the MAP and P10 scores achieved by the most promising combinations for the pixel-based and area-based visual rhythm representations, respectively. As we can observe, even considering a fairly simple approach, the combination of the proposed methods with the RGB-based baseline improved the effectiveness results both in terms of MAP and P@5. These results show the potential of the idea, opening a new world of research possibilities.

6.4. Computational efficiency

The key advantage of our technique is its computational efficiency. Table 6 presents the computational cost and the space requirements for various methods. In this way, we can investigate the relative difference of performance among different approaches.

Clearly, the visual rhythm-based techniques are much more efficient than the current solutions. This improvement makes our approach suitable for long-term collections of image data.

Note also that the larger the time series, the bigger would be the visual rhythm image generated, independently of the representation considered (either the pixel-based or area-based approach). For longer time series, the feature extraction process will probably take more time. Note, however, that the size of the final feature vector generated is not dependent on the size of the input image. It only depends on the descriptor used to characterize the visual properties of the visual rhythm images.

7. Conclusions

In this paper, we have presented a novel approach for capturing phenological patterns from time series and distinguishing the behavior of plant species. Our technique relies on encoding time series as a visual rhythm, which is characterized by image descriptors. The improvement of the computational efficiency makes our method suitable for long-term temporal data.

We have validated our technique using about 2700 images, taken from a tropical cerrado-savanna vegetation, including a high diversity of plant species. Experimental results obtained by the application of our method with several image descriptors show that it presents high accuracy and computational speed when identifying regions that belong to the same species.

Future work includes the evaluation of other visual features for image retrieval. In addition, the proposed method can be augmented to consider temporal segmentation and/or summarization methods. Finally, we also plan to consider learning-to-rank methods (e.g., genetic programming) for combining different descriptors.
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Table 6
Computational costs and space requirements of each of the evaluated approaches.

<table>
<thead>
<tr>
<th>Method</th>
<th>Computational cost</th>
<th>Extraction</th>
<th>Matching</th>
<th>Space requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR + ACC</td>
<td>O(n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
<tr>
<td>VR + BIC</td>
<td>O(n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
<tr>
<td>VR + CCV</td>
<td>O(n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
<tr>
<td>VR + GGH</td>
<td>O(n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
<tr>
<td>VR + GFD</td>
<td>O(log n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
<tr>
<td>VR + HWV</td>
<td>O(log n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>O(n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
<tr>
<td>EXG</td>
<td>O(n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
<tr>
<td>NDI</td>
<td>O(n)</td>
<td>O(1)</td>
<td>O(1)</td>
<td></td>
</tr>
</tbody>
</table>


