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## Resumo

O seguinte projeto apresenta um estudo sobre a reconstrução de traços de partículas carregadas no detector de partículas CMS, localizado no LHC, e a viabilidade de detecção de partículas de matéria escura nesse. Nosso trabalho utiliza o modelo de Partículas Massivas de Interação Tênue (FIMPs), em que uma Partícula de Longa Vida (LLP), $F$, é predita e se acopla tenuemente a uma partícula carregada do Modelo Padrão (SM) e uma de Matéria Escura s: $F \rightarrow$ $s+$ SM. A partícula $F$ decai no volume do CMS deixando uma assinatura de traço evanescente, isto é, o traço possui hits apenas das primeiras camadas do detector, dado que após $F$ decair os produtos do decaimento não possuem energia suficiente, ou sequer interagem, com os elementos do detector. Um algoritmo de reconstrução de traços baseado na técnica de Kalman Filter Combinatório foi implementado em um detector simplificado, reconstruindo $40 \%$ dos traços de píons ( $\pi^{ \pm}$) corretamente. Em seguida, uma análise de eventos contendo charginos ( $\tilde{\chi}^{ \pm}$) como as partículas $F$ do modelo de FIMP, gerados por simulações de Monte Carlo, foi realizada atingindo desempenho de $70 \%$ dos traços sendo reconstruídos apropriadamente, sugerindo que assinaturas de traços evanescentes podem ser detectadas no experimento CMS. Os resultados foram comparados e validados com uma análise da colaboração CMS.

Palavras Chaves: Detecção de Traços de Partículas; Matéria Escura; Física Experimental de Altas Energias; Física Além do Modelo Padrão; Aceleradores de Partículas.
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## Abstract

This project presents the results of a study concerning charged particles tracking in the Compact Muon Solenoid (CMS) of the Large Hadron Collider (LHC) and the feasibility of detection of Dark Matter particles in the experiment. The work considers the Feebly Interacting Massive Particles (FIMPs) model, in which a charged Long-Lived Particle (LLP), $F$, is predicted to have tiny couplings with a charged Standard Model (SM) particle and a DM particle s: $F \rightarrow s+$ SM. $F$ is a LLP that decays within the CMS' volume, generating a disappearing track signature, a track with hits in the first layers only and no signals in the further subdetectors of CMS, since the decaying products are either too soft or do not interact the detector's material. A Combinatorial Kalman Filter (CKF) tracking reconstruction algorithm was developed within a toy model detector in this work, reconstructing $40 \%$ of pion ( $\pi^{ \pm}$) tracks properly. Then, an analysis of Monte Carlo simulated events containing charginos ( $\tilde{\chi}^{ \pm}$) as $F$ particles - in the FIMP framework - was performed, reaching $70 \%$ of such particles' tracks properly reconstructed, pointing in the direction that disappearing tracks' signatures may be able to be detected in the CMS Experiment. Results were compared and validated with a CMS' tracking performance analysis.

Keywords: Particle Tracking; Dark Matter; Experimental High Energy Physics; Beyond Standard Model Physics; Particle Accelerators.
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## Chapter 1

## Introduction

Throughout the 20th century, the constant interplay between theory and experiment expanded highly the physical understanding of particles and its interactions, mainly within the framework of the Standard Model of particles and fields (SM) [1]. The SM was developed as a local gauge symmetric Quantum Field Theory based on the group $S U(3)_{C} \times S U(2)_{L} \times U(1)_{Y}$, describing the electroweak $\left(S U(2)_{L} \times U(1)_{Y}\right)$ and strong $\left(S U(3)_{C}\right)$ interactions. It is a largely tested and successful theory, its fundamental predicted particles were all discovered, the last one being the Higgs boson in 2012.

Although some compelling phenomena are still not explainable [2] by SM fundamental particles and interactions, such as the quantum description of gravity, and the existence of Dark Matter (DM), thought to be a type of matter that does not interact electromagnetically or through the strong force with the SM, but has numerous cosmological and astrophysical evidences [3,4,5] of its existence. Estimates of the abundance of DM in the universe reveal that from all the matter present in the universe, almost $85 \%$ of it is in the form of DM, however our knowledge concerning its origin and interactions is very incipient.

A hypothesis being considered and developed in the last decades, is that DM is composed of particles that do not interact through SM forces, or interact very weakly, explaining the absence of DM signals through telescopes and observatories so far. Depending on the interactions that could exist between SM particles and DM, particle detectors would detect signals of this new physics through some specific signals, allowing the study of physics Beyond the Standard Model (BSM) in already existing experiments, such as the Large Hadron Collider (LHC). Searches for signals of BSM physics have been conducted in LHC detectors' research groups, constraining many parameters of particle Dark Matter models and arousing new developments in the theoretical particle physics' fields [6].

In order to search for DM in particle colliders, the events are reconstructed in the LHC detectors and signatures of DM particles are searched. This thesis focuses on better understanding how such signatures can be found using the Compact

Muon Solenoid (CMS) detector at the LHC. A crucial aspect to accurate events' reconstruction is its tracking algorithms, responsible for reconstructing charged particles and determining their mass, momentum and energy. Thus, a search for a FIMP signature in the scope of CMS' Tracker System was performed.

In the following three chapters of this work - Chapters 2, 3, 4-, there is a bibliographic revision of Standard Model, Dark Matter and the CMS Experiment at the LHC, respectively. In Chapter 5 the founding concepts of tracking reconstruction are defined and an implementation of Combinatorial Kalman Filter for charged particles tracks is presented. Finally, in Chapter 6, an analysis of CMS' tracking algorithm, using the software package CMSSW is performed. In order to evaluate its performance for FIMP's signatures detection, and the results are then compared with a CMS analysis. Chapter 7 presents the conclusions of this project.

## Chapter 2

## Standard Model and Particle Physics

Understanding how nature works and through which mechanisms it manifests itself has been a long-standing debate throughout the humanity history. A myriad answers and models were and are elaborated trying to grasp the subtleties that pervade the universe we live in. In the natural sciences' realm, the Standard Model of particles and fields (SM) is perhaps one of the most successful theories regarding answering, at least partially, some of these questions.

Through continual interchange and collaboration between theoretical and experimental researchers, the understanding of the origin and interaction of particles was highly developed in the 20th century, culminating in the elaboration of a descriptive model of these with excellent agreement with the experimental data.

Among the main steps given towards the SM model development, three ideas had a profound impact in the area at the time and guided the efforts of the physicists working in the area to construct these experimentally successful theories of interactions and forces between particles [7]. The first can be traced back to Gell-Mann and Zweig, when in 1964 both of them proposed independently the quark model [8, 9]. Up until then, it was a common reasoning in the particle physics area that protons, neutrons, mesons were all fundamental particles, not having an internal structure made of other constituents. Works of Fermi, Sakata, Ikeda, Ogawa [10, 11, 12] did hypothesize that they could have internal structures and be made of unknown fundamental particles.

Gell-Mann and Zweig, independently, correctly predicted that hadrons were composites of quarks and antiquarks, which made sense with the the growing number of hadrons being detected at the time. Another sustaining argument in favor of the quark model were experiments being conducted at SLAC $[13,14]$ that pointed in the direction of the existence of substructure in the atomic nucleus, since electrons were sometimes scattered with large angles from it, in a similar manner of the experiment conducted by Rutherford in 1919 [15].

The second important idea to advance the theories being constructed concerned local or gauge symmetries. In 1954 [16] Chen-Ning Yangand Robert Laurence Mills
formulated a gauge theory based on the group $\operatorname{SU}(2)$ (more on Subsection 2.1.1) hoping that it could be used to describe the strong interaction. Yang-Mills theories had a profound impact on the Quantum Field Theories (QFT) progress and the description of the particles' interactions, being directly used to construct Quantum Chromodynamics (QCD) [17] and the unification of Electrodynamics and the Weak interaction into the Electroweak Theory [18, 19, 20]. One of the novel traits of the theory was that symmetry generates interactions, instead of the usual opposite path to construct theories, defining an interaction and seeking the symmetry implied by it.

The third of the distinguished ideas that contributed to the making of the SM was that of spontaneously symmetry breaking (Subsection 2.1.3). Using both concepts of local symmetry and spontaneous symmetry breakdown that Peter Higgs formulated in 1964 [21] the Higgs Mechanism (the Nambu-Goldstone theory was the basis of it), predicting a massive boson in conditions met by the electroweak interactions, the latter called Higgs boson.

To better understand the subtleties involved in the cited theories and the milestones achieved in the last decades regarding our knowledge about particles' origin and interaction, this chapter extends this discussion in further details.

### 2.1 Electroweak Interaction

Constructed through the efforts of Glashow [22, 19], Weinberg and Salam [18, 20], the Electroweak theory unified both Electrodynamics and the theory of Weak forces, first formulated as the $\beta$-decay theory by Fermi in 1934 [23], through the formalism of Yang-Mills gauge theory, based on the $S U(2)_{L} \otimes U(1)_{Y}$ group. The $S U(2)$ group is associated with the weak isospin and is mediated by the gauge bosons $W^{+}, W^{-}$and $W^{0}$, while the $U(1)_{Y}$ group is related to the weak hypercharge and requires the gauge boson $B_{0}$.

To understand the subtleties of these processes it is necessary that we study more deeply how symmetries, gauge theories, spontaneous symmetry breaking are intertwined in the context of the electroweak interaction.

### 2.1.1 Symmetries and Gauge Theories

The concept of symmetry played a very important role in physics, from Galilean transformations, to spacetime symmetries in the special relativity realm - both
examples of global symmetries. Group theory is the branch of mathematics that studies the structures underlying symmetries, and together with representation theory were important to particle physicists in the 20th century due to its fundamental applications in the physical theories being developed.

A group consists of a set of elements $G=\left\{g_{i}\right\}$ with a binary closed operation $(\cdot)$, meaning that

$$
\forall\left\{g_{1}, g_{2}\right\} \in G, g_{1} \cdot g_{2}=g_{3} \in G,
$$

that satisfies

- Associativity: $\left(g_{1} \cdot g_{2}\right) \cdot g_{3}=g_{1} \cdot\left(g_{2} \cdot g_{3}\right)$,
- Existence of a unique identity: $\exists g_{i} \in G$ such that $g_{i} \cdot g_{1}=g_{1}, \forall g_{1} \in G$,
- Existence of inverse elements: $\forall g_{1} \in G, \exists g_{-1} \in G$ such that $g_{1} \cdot g_{-1}=g_{i}$.

As an example, we can consider the three-dimensional rotations in the Euclidean space. Any rotation in this space can be parametrized by three parameters, the Euler angles: $(\alpha, \beta, \gamma)$. One representation of the rotations is through orthogonal $3 \times 3$ matrices which determinant is 1 (special matrices) [24]. Using the multiplication of matrices as the binary operation between these rotation matrices, the special orthogonal $3 \times 3$ matrices form a group, thus satisfying all properties cited above, called the $S O(3)$ group. When a physical system in which 3D rotations do not alter its dynamics is encountered, it is said that the system has the $S O(3)$ symmetry.

In 1918 Emmy Noether proved a crucial theorem for the development of modern physics, Noether's theorem (or Noether's first theorem) [25]. It states that in a physical system with conservative forces, for every invariant group of transformations, or symmetry, there exists at least one associated conserved quantity, a constant of motion. The theorem establishes in this way a direct connection between symmetries and dynamics of a system, that would be present throughout the whole development of particle physics in the century.

Another imperative advance that was profoundly important to construct the further theories is the gauge principle, used in the development of Quantum electrodynamics (QED), Electroweak theory and QCD, all gauge theories, it is thus relevant that a brief explanation of such theories is given. Although it was not first formulated using this formalism, QED is a gauge theory based on $U(1)$ (unitary group, consisting of $1 \times 1$ unitary matrices, all complex numbers with absolute value 1) group and is a useful example to better understand these theories [24,26].

In classical electrodynamics, we can define the electromagnetic interactions through two physical objects, the electric $\vec{E}$ and magnetic $\vec{B}$ fields. Both objects can be expressed by a scalar $V$ and a vector potential $\vec{A}$ - which constitutes the four-vector potential in the Minkowski space $A^{\mu}=(\phi, \vec{A})$ - as

$$
\begin{equation*}
\vec{E}=-\vec{\nabla} \phi-\frac{\partial \vec{A}}{\partial t} \quad, \quad \vec{B}=\vec{\nabla} \times \vec{A} \tag{2.1}
\end{equation*}
$$

The potential fields can be transformed by what is called a gauge transformation through a scalar function $\chi$ while maintaining the description of the physical fields

$$
\begin{equation*}
\phi \rightarrow \phi^{\prime}=\phi-\frac{\partial \chi}{\partial t} \quad, \quad \vec{A} \rightarrow \vec{A}^{\prime}=\vec{A}+\vec{\nabla} \chi \tag{2.2}
\end{equation*}
$$

In the covariant formulation (manifestly invariant under Lorentz transformations) the gauge transformation can be written as

$$
\begin{equation*}
A_{\mu} \rightarrow A_{\mu}^{\prime}=A_{\mu}+\partial_{\mu} \chi \tag{2.3}
\end{equation*}
$$

To describe the fermions' interaction with electromagnetism, so first we write the Dirac Lagrangian of a free fermion field $\psi$ :

$$
\begin{equation*}
\mathcal{L}_{\text {Dirac }}=\bar{\psi} i \gamma^{\mu} \partial_{\mu} \psi-m \bar{\psi} \psi . \tag{2.4}
\end{equation*}
$$

Notice that if we transform the fields by a global phase factor $\psi \rightarrow \psi^{\prime}=e^{-i \alpha} \psi$ $\left(\bar{\psi} \rightarrow \bar{\psi}^{\prime}=\bar{\psi} e^{i \alpha}\right)$ the Dirac's Lagrangian is invariant: since the phase factors are complex numbers they commute with the derivatives and cancel each other. However, it would be desirable that, since the interactions and electromagnetic process have a local character, the theory is invariant under local transformations. One way of doing so is considering the phase factor as a function $\alpha\left(x^{\mu}\right)$, implying that

$$
\begin{aligned}
\mathcal{L}_{\text {Dirac }}\left[\psi^{\prime}\right] & =\bar{\psi}^{\prime} i \gamma^{\mu} \partial_{\mu} \psi^{\prime}-m \bar{\psi}^{\prime} \psi \\
& =\bar{\psi}^{\prime}\left[i \gamma^{\mu} \partial_{\mu}-m\right] \psi^{\prime} \\
& =\bar{\psi} e^{i \alpha x^{v}}\left[i \gamma^{\mu} \partial_{\mu}-m\right] e^{-i \alpha x^{v}} \psi \\
& =\bar{\psi} e^{i \alpha x^{v}}\left[i \gamma^{\mu}\left(-i \partial_{\mu} \alpha\left(x^{\nu}\right)\right) \psi+i \gamma^{\mu}\left(\partial_{\mu} \psi\right)-m \psi\right] e^{-i \alpha x^{v}} \\
& =\bar{\psi} i \gamma^{\mu} \partial_{\mu} \psi-m \bar{\psi} \psi+\bar{\psi} \gamma^{\mu}\left(\partial_{\mu} \alpha\left(x^{\nu}\right)\right) \psi \\
& =\mathcal{L}_{\text {Dirac }}[\psi]+\bar{\psi} \gamma^{\mu} \psi\left(\partial_{\mu} \alpha\left(x^{v}\right)\right)
\end{aligned}
$$

the Dirac Lagrangian of a free fermion is not invariant under such symmetry, since a non-vanishing extra term appears when local transformations are applied to the Lagrangian.

A possible way out of this would be to introduce another term to the Lagrangian, for example adding a Lagrangian of interaction with an arbitrary field $C_{\mu}$ of the form

$$
\begin{equation*}
\mathcal{L}_{\text {Fermion }}=\mathcal{L}_{\text {Dirac }}+c_{1} \bar{\psi} \gamma^{\mu} \psi C_{\mu} \tag{2.5}
\end{equation*}
$$

taking $c_{1}$ as an arbitrary constant, that is invariant by symmetry transformations

$$
\begin{aligned}
\mathcal{L}_{\text {Arbitrary }}\left[\psi^{\prime}\right] & =c_{1} \bar{\psi}^{\prime} \gamma^{\mu} \psi^{\prime} C_{\mu}=c_{1} \bar{\psi} e^{i \alpha\left(x^{\mu}\right)} \gamma^{\mu} e^{-i \alpha\left(x^{\mu}\right)} \psi C_{\mu} \\
& =c_{1} \bar{\psi} \gamma^{\mu} e^{i \alpha\left(x^{\mu}\right)} e^{-i \alpha\left(x^{\mu}\right)} \psi C_{\mu}=c_{1} \bar{\psi} \gamma^{\mu} \psi C_{\mu}=\mathcal{L}_{\text {Arbitrary }}[\psi] .
\end{aligned}
$$

When transforming $\mathcal{L}_{\text {Fermion }}$ altogether we end up with

$$
\mathcal{L}_{\text {Fermion }}\left[\psi^{\prime}, C_{\mu}\right]=\mathcal{L}_{\text {Dirac }}[\psi]+c_{1} \bar{\psi} \gamma^{\mu} \psi\left(C_{\mu}+\frac{1}{c_{1}} \partial_{\mu} \alpha\left(x^{\nu}\right)\right),
$$

and if we manage to transform our arbitrary field such that $C_{\mu} \rightarrow C_{\mu}^{\prime}=C_{\mu}-$ $\frac{1}{c_{1}} \partial_{\mu} \alpha\left(x^{\nu}\right)$ then $\mathcal{L}_{\text {Fermion }}$ becomes invariant under local transformations:

$$
\begin{aligned}
\mathcal{L}_{\text {Fermion }}\left[\psi^{\prime}, C_{\mu}^{\prime}\right] & =\mathcal{L}_{\text {Dirac }}[\psi]+c_{1} \bar{\psi} \gamma^{\mu} \psi\left(C_{\mu}^{\prime}+\frac{1}{c_{1}} \partial_{\mu} \alpha\left(x^{v}\right)\right) \\
& =\mathcal{L}_{\text {Dirac }}[\psi]+c_{1} \bar{\psi} \gamma^{\mu} \psi\left(C_{\mu}-\frac{1}{c_{1}} \partial_{\mu} \alpha\left(x^{\nu}\right)+\frac{1}{c_{1}} \partial_{\mu} \alpha\left(x^{\nu}\right)\right) \\
& =\mathcal{L}_{\text {Dirac }}[\psi]+c_{1} \bar{\psi} \gamma^{\mu} \psi C_{\mu}=\mathcal{L}_{\text {Fermion }}\left[\psi, C_{\mu}\right] .
\end{aligned}
$$

If we identify $C_{\mu}=A_{\mu}$ and $c_{1}=e$ this new introduced Lagrangian will describe the interaction of fermions with electromagnetic fields. Notice by requiring that our theory respects a symmetry, we ended up creating the interaction of the particles. This idea was profoundly important to the development of the Quantum Field Theories' (QFTs) description of particles and fields. To satisfy the transformation of the field $A_{\mu}$. In order to cancel the extra term from the Dirac Lagrangian, the gauge freedom (Equation 2.2) can be used as

$$
\begin{gathered}
\chi=-\frac{1}{e} \alpha\left(x^{\nu}\right) \Longrightarrow A_{\mu} \rightarrow A_{\mu}^{\prime}=A_{\mu}-\frac{1}{e} \partial_{\mu} \alpha\left(x^{\nu}\right) \\
\mathcal{L}_{\text {Int }}=e \bar{\psi} \gamma^{\mu} \psi A_{\mu}
\end{gathered}
$$

Thus, we have so far the description of Quantum Electrodynamics given by the Lagrangian

$$
\mathcal{L}_{\text {Fermion }}=\bar{\psi} i \gamma^{\mu} \partial_{\mu} \psi-m \bar{\psi} \psi+e \bar{\psi} \gamma^{\mu} \psi A_{\mu} .
$$

Since a Lagrangian must include all terms involving the fields that it is describing, the description of the electromagnetic field properties is missing. A natural choice could be the mass term $m_{A} A^{\mu} A_{\mu}$, but this term is not invariant under a local symmetry transformation of the $A_{\mu}$ :

$$
\begin{gathered}
m_{A} A^{\prime \mu} A_{\mu}^{\prime}=m_{A}\left(A^{\mu}-\frac{1}{e} \partial^{\mu} \alpha\left(x_{v}\right)\right)\left(A_{\mu}-\frac{1}{e} \partial_{\mu} \alpha\left(x^{v}\right)\right) \\
=m_{A} A^{\mu} A_{\mu}+\frac{m_{A}}{e}\left[\frac{1}{e} \partial^{\mu} \alpha\left(x_{v}\right) \partial_{\mu} \alpha\left(x^{v}\right)-A^{\mu} \partial_{\mu} \alpha\left(x^{v}\right)-A_{\mu} \partial^{\mu} \alpha\left(x_{v}\right)\right] .
\end{gathered}
$$

Instead of using only the field term $A_{\mu}$, a term involving its derivatives can be used in order to try to make it invariant. Consider for example an antisymmetric tensor given by

$$
\begin{equation*}
c_{F} F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}, \tag{2.6}
\end{equation*}
$$

with an arbitrary constant $c_{F}$. Contracting the indices of this tensor, we obtain an invariant term under local symmetry transformations, since the derivatives of $\alpha\left(x^{\nu}\right)$ commute $\partial_{\mu} \partial_{\nu} \alpha=\partial_{\nu} \partial_{\mu} \alpha$

$$
c_{F}^{2} F^{\prime \mu \nu} F_{\mu v}^{\prime}=c_{F}^{2} F^{\mu \nu} F_{\mu v},
$$

thus we are now able to write the full Lagrangian describing QED. Choosing the constant $c_{F}^{2}=-1 / 4, \mathcal{L}_{\mathrm{EM}}=-\frac{1}{4} F^{\mu \nu} F_{\mu v}$, and then writing the local invariant Lagrangian:

$$
\begin{equation*}
\mathcal{L}\left[\psi^{\prime}, A_{\mu}^{\prime}\right]=\mathcal{L}_{\mathrm{EM}}\left[A_{\mu}\right]+\mathcal{L}_{\mathrm{Int}}\left[\psi, A_{\mu}\right]+\mathcal{L}_{\mathrm{Dirac}}[\psi]=\mathcal{L}\left[\psi, A_{\mu}\right] . \tag{2.7}
\end{equation*}
$$

When dealing with groups and symmetries, transformations of the form $\psi \rightarrow$ $\psi^{\prime}=e^{-i \vec{G} \cdot \vec{\alpha}} \psi$ define the $\vec{G}$ operators as the generators of the transformation, usually represented by matrices. In our case we have a $1 \times 1$ unitary matrix as $\vec{G}$, thus it is said that this theory is invariant under a local $U(1)$ transformations with a gauge transformation, a structure known as $U(1)$ gauge theory, and the electromagnetic field is said to be the gauge field.

### 2.1.2 Electroweak Model as a Yang-Mills Theory

In 1933 Enrico Fermi formulated a theory [23] to describe $\beta$-decays in which, apparently, energy and momentum were not conserved, such as the reaction

$$
{ }_{6}^{14} \mathrm{C} \rightarrow{ }_{7}^{14} \mathrm{~N}+e^{-} .
$$

To solve this problem, Fermi postulated the existence of a light particle called neutrino (later determined to be an antineutrino) that is produced in such processes, and should account for the supposed "missing energy" and momentum. Although Fermi was correct in his rationale, it was later found that this theory, known as Fermi's four-fermion theory, described with high accuracy processes up to near a hundred GeV , being a limit of the broader, later developed, Electroweak theory (EW).

The formalism that allowed the construction of the EW theory was motivated by another open problem at the time, the description of hadrons. Neutrons and protons similar masses were seen as an indication of a deeper relation between the hadrons, merely differing in their electromagnetic charge, thus a theory describing their related properties was sought. As pointed by Yang and Mills [16]:
[...] The difference between a neutron and a proton is then a purely arbitrary process. As usually conceived, however, this arbitrariness is subject to the following limitations: once one chooses what to call a proton, what a neutron, at one space time point, one is then not free to make any choices at other space time points.

It seems that this is not consistent with the localized field concept that underlies the usual physical theories. In the present paper we wish to explore the possibility of requiring all interactions to be invariant under independent rotations of the isotopic spin at all space time points.

It was developing a non-Abelian (the operators corresponding to the gauge fields do not commute) $S U(2)$ theory with local invariance that Yang and Mills furnished the tools to construct the EW theory.

Similar to the electromagnetic case, where we can obtain the locally $U(1)$ invariant Lagrangian by replacing $\partial^{\mu} \rightarrow D^{\mu}$, the covariant derivative, defined as

$$
D^{\mu}=\partial^{\mu}+i q A^{\mu}\left(x^{v}\right)
$$

and transforming as

$$
D^{\mu} \rightarrow D^{\mu \prime}=e^{i q \chi\left(x^{\nu}\right)} D^{\mu}
$$

using the notation of the last subsection, for a $S U(2)$ theory an analogous procedure can be made. Generalizing the covariant derivative to $S U(2)$ [27] acting on $t$ multiplets, where $t$ represents the weak isospin ${ }^{1}$,

$$
\begin{equation*}
D^{\mu}=\partial^{\mu}+i g \vec{T}^{(t)} \cdot \vec{W}^{\mu}\left(x^{v}\right) / 2 \tag{2.8}
\end{equation*}
$$

where $g$ is a coupling constant, similar to the charge $q$ in QED, $\vec{T}^{(t)}$ are $(2 t+1) \times$ $(2 t+1)$ matrices satisfying

$$
\begin{equation*}
\left[T_{i}^{(t)}, T_{j}^{(t)}\right]=i \epsilon_{i j k} T_{k}^{(t)}, \quad \text { for } i, j, k \in\{1,2,3\} . \tag{2.9}
\end{equation*}
$$

and $\vec{W}^{\mu}$ are the three independent gauge fields of the theory: $\vec{W}^{\mu}=\left(W_{1}^{\mu}, W_{2}^{\mu}, W_{3}^{\mu}\right)$.
Due to non-Abelian character of the theory, the field strength tensor is given by

$$
\begin{equation*}
\vec{F}^{\mu v}=\partial^{\mu} \vec{W}_{i}^{v}-\partial^{\nu} \vec{W}_{i}^{\mu}-g \vec{W}^{\mu} \times \vec{W}^{v} . \tag{2.10}
\end{equation*}
$$

where $\times$ represents the cross product of the vectors. This non-Abelian $S U(2)$ was the starting point in the development of the Electroweak unification theory, using the Yang and Mills work to describe the weak interaction [1].

Before entering the discussion of the Electroweak theory, it is relevant to explain that in the Standard Model theory the fermionic matter (leptons, quarks and neutrinos) is organized in three families of particles

$$
\left[\begin{array}{ll}
v_{e} & u  \tag{2.11}\\
e^{-} & d^{\prime}
\end{array}\right],\left[\begin{array}{cc}
v_{\mu} & c \\
\mu^{-} & s^{\prime}
\end{array}\right], \quad\left[\begin{array}{cc}
v_{\tau} & t \\
\tau^{-} & b^{\prime}
\end{array}\right]
$$

and each quark can have three colors (more on 2.2), and each family is treated within the structure of doublets (left-handed) and singlets (right-handed)

$$
\left[\begin{array}{cc}
v_{l} & q_{u}  \tag{2.12}\\
l^{-} & q_{d}
\end{array}\right] \equiv\binom{v_{l}}{l^{-}}_{L},\binom{q_{u}}{q_{d}}_{L}, l_{R}^{-}, q_{u R}, q_{d R}
$$

An analogous structure stands for the antiparticles. These families of particles interact with identical properties, different among them only in mass and quantum

[^0]numbers.
In order to describe the weak interaction between several fermionic flavors, including the nuances of treating left-handed and right-handed fermions in the doublets and singlets structure, together with the electromagnetic interaction of these particles the simplest symmetry group required [28] is
\[

$$
\begin{equation*}
G \equiv S U(2)_{L} \otimes U(1)_{Y}, \tag{2.13}
\end{equation*}
$$

\]

where $L$ indicates left-handed field and $Y$ will be further explained and defined as the hypercharge.

In order to simplify the calculations it will be only considered one family of quarks or leptons, identified as

$$
\begin{gather*}
\psi_{1}(x)=\binom{u}{d}_{L}, \quad \psi_{2}(x)=u_{R} \quad, \quad \psi_{3}(x)=d_{R}  \tag{2.14}\\
\psi_{1}(x)=\binom{v_{e}}{e^{-}}_{L}, \quad \psi_{2}(x)=v_{e R} \quad, \quad \psi_{3}(x)=e_{R}^{-} \tag{2.15}
\end{gather*}
$$

abbreviating $x \equiv x^{\mu}$.
Similar to the QED case, we start with the free Lagrangian of the model:

$$
\begin{equation*}
\mathcal{L}_{0}=\sum_{i=1}^{3} i \bar{\psi}_{j}(x) \gamma^{\mu} \partial_{\mu} \psi_{j}(x) \tag{2.16}
\end{equation*}
$$

invariant under global symmetry group transformations given by

$$
\begin{align*}
\psi_{1}(x) & \rightarrow \psi_{1}^{\prime} \equiv e^{i y_{1} \beta} U_{L} \psi_{1}(x) \\
\psi_{k}(x) & \rightarrow \psi_{k}^{\prime} \equiv e^{i y_{k} \beta} \psi_{k}(x), \text { for } k \in\{2,3\}  \tag{2.17}\\
U_{L} & =\exp \left[i \frac{\sigma_{i}}{2} \alpha^{i}\right], \text { for } i \in\{1,2,3\}
\end{align*}
$$

where $\sigma_{i}$ are the Pauli matrices. Unlike the previous subsection, and in the QCD in the next section, the free Weak Lagrangian does not contain mass terms for the fermions, a consequence of the symmetry $S U(2)_{L}$, a mass term would mix left and right-handed fields, breaking explicitly the symmetry. The mechanism through which the particles acquire mass is discussed in Section 2.1.3.

In order to to ensure symmetry invariance upon the local transformations, which gauge fields are $\left\{\alpha^{i}(x), \beta(x)\right\}$, we can transform the covariant derivatives
appropriately. In the current symmetry four gauge bosons will be necessary to do so $\left(\vec{W}_{\mu}(x), B_{\mu}(x)\right)$ :

$$
\begin{align*}
D_{\mu} \psi_{1}(x) \equiv & {\left[\partial_{\mu}+i g \tilde{\vec{W}}_{\mu}+i g^{\prime} y_{1} B_{\mu}(x)\right] \psi_{1}(x) } \\
D_{\mu} \psi_{k}(x) \equiv & {\left[\partial_{\mu}+i g^{\prime} y_{k} B_{\mu}\right] \psi_{k}(x), \text { for } k \in\{2,3\} }  \tag{2.18}\\
& \tilde{\vec{W}}_{\mu}=\frac{\vec{\sigma}}{2} \vec{W}_{\mu}
\end{align*}
$$

where $\tilde{\vec{W}}_{\mu}$ is a $\operatorname{SU}(2)_{L}$ matrix field and $g^{\prime}$ is the coupling constant relative to the $U(1)_{Y}$ group interaction.

Finally, we use the gauge freedom to guarantee the $S U(2)_{L} \otimes U(1)_{Y}$-invariance of the free Lagrangian:

$$
\begin{align*}
B_{\mu}(x) & \rightarrow B_{\mu}^{\prime}(x)=B_{\mu}(x)-\frac{1}{g^{\prime}} \partial_{\mu} \beta(x)  \tag{2.19}\\
\tilde{\vec{W}}_{\mu} & \rightarrow \tilde{\vec{W}}_{\mu}^{\prime}=U_{L}(x) \tilde{\vec{W}}_{\mu} U_{L}^{+}(x)+\frac{i}{g} \partial_{\mu} U_{L}(x) U_{L}^{+}(x) \tag{2.20}
\end{align*}
$$

where the $B_{\mu}$ gauge field transforms as the $A_{\mu}$ in the QED theory.
The free Lagrangian can be now written taking into account the Electroweak interactions and invariance under $S U(2)_{L} \otimes U(1)_{Y}$ transformations:

$$
\begin{equation*}
\mathcal{L}=\sum_{j=1}^{3} i \bar{\psi}_{j}(x) \gamma^{\mu} D_{\mu} \psi_{j}(x) \tag{2.21}
\end{equation*}
$$

For the kinetic term of the theory, we must first define the field strengths relative to the gauge fields:

$$
\begin{gather*}
B_{\mu v} \equiv \partial_{\mu} B_{v}-\partial_{\nu} B_{\mu}  \tag{2.22}\\
\tilde{\vec{W}}_{\mu \nu} \equiv \partial_{\mu} \tilde{\vec{W}}_{v}-\partial_{\nu} \tilde{\vec{W}}_{\mu}+i g\left[\tilde{\vec{W}}_{\mu}, \tilde{\vec{W}}_{v}\right]  \tag{2.23}\\
\tilde{\vec{W}}_{\mu v} \equiv \frac{\vec{\sigma}}{2} \vec{W}_{\mu v}, \quad \vec{W}_{\mu v}=\partial_{\mu} \vec{W}_{v}-\partial_{\nu} \vec{W}_{\mu}-g \vec{W}_{\mu} \times \vec{W}_{v} . \tag{2.24}
\end{gather*}
$$

The kinetic term of the Lagrangian can then be cast as

$$
\begin{equation*}
\mathcal{L}_{\text {Kin }}=-\frac{1}{4} B_{\mu v} B^{\mu v}-\frac{1}{4} \vec{W}_{\mu v} \cdot \vec{W}^{\mu v} \tag{2.25}
\end{equation*}
$$

where • represente the scalar product. Note that the second term of the Lagrangian will give rise to quadratic, cubic and quartic terms involving the bosons.

From the Lagrangian 2.21 we can obtain the interactions between fermions and gauge bosons, the ones responsible for particle decays which motivated the first works dealing with the weak interaction,

$$
\begin{equation*}
\mathcal{L} \supset-g \bar{\psi}_{1} \gamma^{\mu} \tilde{\vec{W}}_{\mu} \psi_{1}-g^{\prime} B_{\mu} \sum_{j=1}^{3} y_{j} \bar{\psi}_{j} \gamma^{\mu} \psi_{j} . \tag{2.26}
\end{equation*}
$$

In particular, the first term, containing the $\tilde{\vec{W}}_{\mu}$ matrix encodes the interaction between the charged-current interactions of the boson fields $W^{ \pm \dagger}=\left(W_{\mu}^{1} \pm W_{\mu}^{2}\right) / \sqrt{2}$. Thus, for a family of quarks and leptons the charged-current Lagrangian term is

$$
\begin{equation*}
\mathcal{L}_{\mathrm{CC}}=-\frac{g}{2 \sqrt{2}}\left\{W^{-\dagger}\left[\bar{u} \gamma^{\mu}\left(1-\gamma_{5}\right) d+\bar{v}_{e} \gamma^{\mu}\left(1-\gamma_{5}\right) e\right]+\text { h.c. }\right\} . \tag{2.27}
\end{equation*}
$$

From Equation 2.26 a neutral-current can be retrieved involving the electromagnetically neutral fields $W_{\mu}^{3}$ and $B_{\mu}$, we wish to identify them with the $Z^{0}$ and $\gamma . B_{\mu}$ can not be readily identified as the photon since from relations 2.18 this would imply that $y_{1}=y_{2}=y_{3}$ and $g^{\prime} y_{j}=e Q_{j}$ are both true.

We can try to identify the desired bosons with the gauge fields with a linear combination of the latter:

$$
\binom{W_{\mu}^{3}}{B_{\mu}} \equiv\left(\begin{array}{cc}
\cos \theta_{W} & \sin \theta_{W}  \tag{2.28}\\
-\sin \theta_{W} & \cos \theta_{W}
\end{array}\right)\binom{Z_{\mu}^{0}}{A_{\mu}}
$$

choosing an arbitrary to be determined angle $\theta_{W}$. Then we write the Lagrangian term of the neutral-current

$$
\begin{aligned}
\mathcal{L}_{\mathrm{NC}}=-\sum_{j} \bar{\psi}_{j} \gamma^{\mu} & \left\{A_{\mu}\left[g \frac{\sigma_{3}}{2} \sin \theta_{W}+g^{\prime} y_{j} \cos \theta_{W}\right]\right. \\
& \left.+Z_{\mu}\left[g \frac{\sigma_{3}}{2} \cos \theta_{W}-g^{\prime} y_{j} \sin \theta_{W}\right]\right\} \psi_{j} .
\end{aligned}
$$

Identifying the terms with the QED desired terms we obtain

$$
\begin{equation*}
g \sin \theta_{W}=g^{\prime} \cos \theta_{W}=e ; \quad Y=Q-T_{3}, \quad \text { where } T_{3}=\frac{\sigma_{3}}{2} \tag{2.29}
\end{equation*}
$$

with $Q$ being the charge operator defined as

$$
Q_{1} \equiv\left(\begin{array}{cc}
Q_{u / v} & 0  \tag{2.30}\\
0 & Q_{d / e}
\end{array}\right), \quad Q_{2}=Q_{u / v}, \quad Q_{3}=Q_{d / e}
$$

In this way, electromagnetism and the weak interaction have been unified and the hypercharges and weak isospin quantum numbers have been fixed by the conditions imposed 2.29. The $y_{j}$ components for quarks and leptons turned out to be

$$
\begin{aligned}
\text { Quarks: } y_{1} & =Q_{u}-\frac{1}{2}=Q_{d}+\frac{1}{2}=\frac{1}{6} \\
y_{2} & =Q_{u}=\frac{2}{3} \\
y_{3} & =Q_{d}=-\frac{1}{3} \\
\text { Leptons: } y_{1} & =Q_{v}-\frac{1}{2}=Q_{e}+\frac{1}{2}=-\frac{1}{2} \\
y_{2} & =Q_{v}=0 \\
y_{3} & =Q_{e}=-1 .
\end{aligned}
$$

From the relations 2.29 we can write the neutral-chard current term of the Lagragian separating the QED and $Z^{0}$ contributions defining

$$
\begin{gather*}
\mathcal{L}_{\mathrm{NC}}=\mathcal{L}_{\mathrm{QED}}+\mathcal{L}_{\mathrm{NC}}^{Z^{0}}  \tag{2.31}\\
\mathcal{L}_{\mathrm{QED}}=-e A_{\mu} \sum_{j} \bar{\psi}_{j} \gamma^{\mu} Q_{j} \psi_{j} \equiv-e A_{\mu} J_{\mathrm{EM}}^{\mu}  \tag{2.32}\\
\mathcal{L}_{\mathrm{NC}}^{Z^{0}}=-\frac{e}{2 \sin \theta_{W} \cos \theta_{W}} J_{Z^{0}}^{\mu} Z_{\mu}^{0} \tag{2.33}
\end{gather*}
$$

in which the neutral fermionic current is

$$
\begin{equation*}
J_{Z}^{\mu} \equiv \sum_{j} \bar{\psi}_{j} \gamma^{\mu}\left(\sigma_{3}-2 \sin ^{2} \theta_{W} Q_{j}\right) \psi_{j}=J_{3}^{\mu}-2 \sin ^{2} \theta_{W} J_{\mathrm{EM}}^{\mu} \tag{2.34}
\end{equation*}
$$

When discussing the kinetic Lagrangian of the theory it was pointed out that cubic and quartic terms of self-interaction of the gauge fields appear, they are explicitly:

$$
\begin{align*}
\mathcal{L}_{3}=i e \cot \theta_{W}\{ & \left(\partial^{\mu} W^{+v^{\dagger}}-\partial^{\nu} W^{+\mu \dagger}\right) W_{\mu}^{-\dagger} Z_{v}-\left(\partial^{\mu} W^{-v \dagger}-\partial^{\nu} W^{-\mu \dagger}\right) W_{\mu}^{+\dagger} Z_{v}^{0} \\
& \left.+W_{\mu}^{+\dagger} W_{v}^{-\dagger}\left(\partial^{\mu} Z^{0 v}-\partial^{\nu} Z^{0 \mu}\right)\right\}+i e\left\{\left(\partial^{\mu} W^{+v \dagger}-\partial^{\nu} W^{+\mu \dagger}\right) W_{+\mu \dagger}^{\dagger} A_{v}\right. \\
& \left.-\left(\partial^{\mu} W^{-v \dagger}-\partial^{\nu} W^{-\mu \dagger}\right) W_{+\mu \dagger} A_{v}+W_{\mu}^{+\dagger} W_{v}^{-\dagger}\left(\partial^{\mu} A^{v}-\partial^{v} A^{\mu}\right)\right\} \tag{2.35}
\end{align*}
$$

$$
\begin{align*}
\mathcal{L}_{4}= & -\frac{e^{2}}{2 \sin ^{2} \theta_{W}}\left\{\left(W_{\mu}^{-\dagger} W^{+\mu \dagger}\right)^{2}-W_{\mu}^{-\dagger} W^{-\mu \dagger} W_{v}^{+\dagger} W^{+v+}\right\} \\
& -e^{2} \cot ^{2} \theta_{W}\left\{W_{\mu}^{-\dagger} W^{+\mu \dagger} Z_{v}^{0} Z^{0 v}-W_{\mu}^{-\dagger} Z^{0 \mu} W_{v}^{+\dagger} Z^{0 v}\right\} \\
& -e^{2} \cot \theta_{W}\left\{2 W_{\mu}^{-\dagger} W^{+\mu \dagger} Z_{v}^{0} A^{v}-W_{\mu}^{-\dagger} Z^{0 \mu} W_{v}^{+\dagger} A^{v}-W_{\mu}^{-\dagger} A^{\mu} W_{v}^{+\dagger} Z^{0 v}\right\} \\
& -e^{2}\left\{W_{\mu}^{-\dagger} W^{+\mu \dagger} A_{v} A^{v}-W_{\mu}^{-\dagger} A^{\mu} W_{v}^{+\dagger} A^{v}\right\} . \tag{2.36}
\end{align*}
$$

### 2.1.3 Spontaneous Symmetry Breaking

Since we can not simply add mass terms to the Electroweak Lagrangian, for they violate the $S U(2)_{L} \otimes U(1)_{Y}$ symmetry, we explore how to generate the gauge bosons $W^{ \pm}, Z^{0}$ masses through a mechanism called spontaneous symmetry breaking (SSB). Consider a doublet of complex scalar fields in the $S U(2)_{L}$ group

$$
\begin{equation*}
\phi(x)=\binom{\phi^{(+)}(x)}{\phi^{(0)}(x)}, \tag{2.37}
\end{equation*}
$$

where $\phi^{(0)}(x)$ has no electric charge, but $\phi^{(+)}(x)$ does so.
As seen in the previous subsection, the following Lagrangian is invariant under the $S U(2)_{L} \otimes U(1)_{Y}$ symmetry

$$
\begin{array}{r}
\mathcal{L}_{S}=\left(D_{\mu} \phi\right)^{\dagger} D^{\mu} \phi-\mu^{2} \phi^{\dagger} \phi-h\left(\phi^{\dagger} \phi\right)^{2}, \quad\left(h>0, \mu^{2}<0\right) \\
D^{\mu} \phi=\left[\partial^{\mu}+i g \tilde{\vec{W}}^{\mu}+i g^{\prime} y_{\phi} B^{\mu}\right] \phi, \quad y_{\phi}=Q_{\phi}-T_{3}=\frac{1}{2} . \tag{2.39}
\end{array}
$$

The ground-state of the Lagrangian is actually a set of infinitely many degenerate states invariant under the $U(1)_{\text {QED }}$ group, a symmetry of the vacuum,

$$
\begin{equation*}
\left.\left|\langle 0| \phi^{(0)}\right| 0\right\rangle \left\lvert\,=\sqrt{\frac{\mu^{2}}{2 h}}=\frac{v}{\sqrt{2}} .\right. \tag{2.40}
\end{equation*}
$$

This way, when we choose one of the states as our vacuum state the $\operatorname{SU}(2)_{L} \otimes$ $U(1)_{Y}$ symmetry will be broken to the electromagnetic subgroup $U(1)_{\text {QED }}$.

However, if a local symmetry is spontaneously broken in the vacuum state, it is possible to reparametrize the Lagrangian describing the system such that instead of new particles appearing, the Goldstone boson's degrees of freedom become longitudinal components of the other particles of the Lagrangian, in the case of

EW theory, these components attribute mass to the $W^{ \pm}$and $Z^{0}$ bosons. In order to do so, we begin by parametrizing the scalar fields in the form

$$
\begin{equation*}
\phi(x)=\exp \left\{i \frac{\vec{\sigma}}{2} \cdot \vec{\theta}(x)\right\} \frac{1}{\sqrt{2}}\binom{0}{v+H(x)} \tag{2.41}
\end{equation*}
$$

containing the four real scalar fields $\left\{\theta^{1}(x), \theta^{2}(x), \theta^{3}(x), H(x)\right\}$. Through gauge fixing, we can reparametrize the Lagrangian in order to eliminate the $\vec{\theta}(x)$ dependence in Equation 2.41 (unitary gauge). Such fields are called Goldstone bosons, massless bosons generated by the symmetry breaking, and the number of such particles generated is equal to the number of degrees of freedom that were broken. This is the statement of the Goldstone Theorem[29, 30, 31] proven in the early 1960s.

It is precisely this procedure, setting the gauge fields to the unitary gauge, "absorb the gauge bosons", that turns out to generate mass terms in the Lagrangian for the weak bosons. The first term in the Lagrangian 2.38 becomes:

$$
\begin{equation*}
\left(D_{\mu} \phi\right)^{\dagger} D^{\mu} \phi \rightarrow \frac{1}{2} \partial_{\mu} H \partial^{\mu} H+(v+H)^{2}\left[\frac{g^{2}}{4} W_{\mu}^{-\dagger} W^{+\mu}+\frac{g^{2}}{8 \cos ^{2} \theta_{W} Z_{\mu}^{0} Z^{0 \mu}}\right] \tag{2.42}
\end{equation*}
$$

Through the degrees of freedom from the Goldstone bosons absorbed by the $W^{ \pm}$ and $Z^{0}$ bosons, they now have masses related with each other by

$$
\begin{equation*}
M_{Z} \cos \theta_{W}=M_{W}=\frac{1}{2} v g . \tag{2.43}
\end{equation*}
$$

According to the latest measurements [32] the $M_{Z^{0}}>M_{W}$

$$
\begin{gather*}
M_{Z^{0}}=91.1876 \pm 0.0021 \mathrm{GeV}, \quad M_{W}=80.379 \pm 0.012 \mathrm{GeV},  \tag{2.44}\\
M_{H}=125.25 \pm 0.17 \mathrm{GeV}, \quad \alpha^{-1}=137.035999084 \pm 0.000000021, \tag{2.45}
\end{gather*}
$$

and the electroweak mixing angle can be determined:

$$
\begin{equation*}
\sin ^{2} \theta_{W}=1-\frac{M_{W}^{2}}{M_{Z^{0}}^{2}}=0.223 \tag{2.46}
\end{equation*}
$$

It can also be estimated the electroweak scale considering, for example, the $\mu^{-} \rightarrow e^{-} \bar{v}_{e} v_{\mu}$. Since the momentum transfer $q^{2} \ll M_{W}^{2}$ the $W$ propagator can be
accurately approximated to the four-fermion interaction:

$$
\begin{equation*}
\frac{g^{2}}{M_{W}^{2}-q^{2}} \approx \frac{g^{2}}{M_{W}^{2}}=\frac{4 \pi \alpha}{\sin ^{2} \theta_{W} M_{W}^{2}} \equiv 4 \sqrt{2} G_{F} \tag{2.47}
\end{equation*}
$$

and using the measured value of Fermi constant

$$
\begin{equation*}
G_{F}=1.1663787 \pm 0.0000006 \times 10^{-5} \mathrm{GeV}^{-2} \tag{2.48}
\end{equation*}
$$

leads to

$$
\begin{equation*}
v=\left(\sqrt{2} G_{F}\right)^{-1 / 2}=246 \mathrm{GeV} \tag{2.49}
\end{equation*}
$$

We can also write the following useful relations as function of the determined parameters:

$$
\begin{equation*}
\theta_{W}=\frac{1}{2} \arcsin \left(\frac{2 v \sqrt{\alpha \pi}}{M_{Z}}\right), g=\frac{2 \sqrt{\alpha \pi}}{\sin \theta_{W}}, g^{\prime}=\frac{2 \sqrt{\alpha \pi}}{\cos \theta_{W}} . \tag{2.50}
\end{equation*}
$$

Through Yukawa-couplings we are able to generate the fermions masses as well, using arbitrary parameters $c_{i}, i \in\{1,2,3\}$

$$
\begin{equation*}
\mathcal{L}_{Y}=-\frac{1}{\sqrt{2}}(v+H)\left\{c_{1} \bar{d} d+c_{2} \bar{u} u+c_{3} \bar{e} e\right\} \tag{2.51}
\end{equation*}
$$

and the SSB mechanism generates its masses:

$$
\begin{equation*}
m_{d}=c_{1} \frac{v}{\sqrt{2}}, \quad m_{u}=c_{2} \frac{v}{\sqrt{2}}, \quad m_{e}=c_{3} \frac{v}{\sqrt{2}} . \tag{2.52}
\end{equation*}
$$

It is interesting to note that all Yukawa couplings have the same coupling value in terms of the fermion masses:

$$
\begin{equation*}
\mathcal{L}_{Y}=-\left(1+\frac{H}{v}\right)\left\{m_{d} \bar{d} d+m_{u} \bar{u} u+m_{e} \bar{e} e\right\} \tag{2.53}
\end{equation*}
$$

Summarizing, by adding the Lagrangian 2.38 invariant under $S U(2)_{L} \otimes U(1)_{Y}$ to our Electroweak Lagrangian four additional fields are created, three of which are the would-be Goldstone bosons, absorbed by the weak boson when SSB occurs. In 2012 an excitation of the Higgs Field was first observed, the Boson Higgs, by the ATLAS [33] and CMS [34] experiments. And through the Yukawa couplings, the SSB also generates the fermions' masses.

### 2.2 Strong Interaction

After using gauge invariance to describe successfully the weak and electromagnetic interaction between particles, a possible path is to try to model the strong interaction between quarks in the same framework. This is fact done by quantum chromodynamics $(\mathrm{QCD})$, an $S U(3)_{\mathrm{C}}$ non-Abelian gauge theory, describing the interaction through gluons of the quarks, based on the charge of QCD: the colors C. Like electric charge and weak isospin, the color is a property shared by quarks (leptons are color neutral) that governs their interaction through the mediating gluons. The fundamental representation of the $S U(3)_{\mathrm{C}}$ elements is with 8 independent $3 \times 3$ matrices - can be thought as representations of gluons in the color space -, each one representing a gluon, that can act on each other, successive group transformations, or act on triplets vectors of the group, the quarks.

### 2.2.1 QCD Lagrangian

The $S U(3)_{\mathrm{C}}$-invariant QCD Lagrangian is

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QCD}}=\bar{\psi}_{q}^{i}\left(i \gamma^{\mu}\right)\left(D_{\mu}\right)_{i j} \psi_{q}^{j}-m_{q} \bar{\psi}_{q}^{i} \psi_{q i}-\frac{1}{4} F_{\mu v}^{a} F^{a \mu v}, \tag{2.54}
\end{equation*}
$$

where the fields $\psi_{q}^{i}$ denote quark fields with color $i$, or $\vec{\psi}_{q}=\left(\psi_{q}^{R} \cdot \psi_{q}^{G}, \psi_{q}^{B}\right)$, red, green and blue colors, respectively. The covariant derivative is given by

$$
\begin{equation*}
\left(D_{\mu}\right)_{i j}=\delta_{i j} \partial_{\mu}-i g_{s} t_{i j}^{a} A_{\mu}^{a} \tag{2.55}
\end{equation*}
$$

with $g_{s}$ denoting the strong coupling constant, related to $\alpha_{s}$ through $\alpha_{s}=\frac{g_{s}^{2}}{4 \pi} ; t_{i j}^{a}$ are defined as

$$
\begin{equation*}
t_{i j}^{a}=\frac{1}{2} \lambda_{i j}^{a} \tag{2.56}
\end{equation*}
$$

$\lambda_{i j}^{a}$ are the Gell-Mann matrices, and obey the relation

$$
\begin{equation*}
\left[t^{a}, t^{b}\right]=i f^{a b c} t_{c} \tag{2.57}
\end{equation*}
$$

and $f^{a b c}$ are the structure constants of the theory. The upper index $a$ denotes the generators of the $S U(3)_{C}$ group. And in the last term of the Lagrangian, similar to the electroweak theory, the field strengths are by definition

$$
\begin{equation*}
F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g_{s} f^{a b c} A_{\mu}^{b} A_{v}^{c} \tag{2.58}
\end{equation*}
$$

the first two terms similar are equal to field strengths of Abelian theories, although the last term comes from non-Abelian character of QCD. This term in the Lagrangian 2.54 will generate 3 -gluon and 4 -gluon vertices.

### 2.2.2 The Strong Coupling

The strong coupling definition is based on the $\beta$-function:

$$
\begin{gather*}
Q^{2} \frac{\partial \alpha_{s}}{\partial Q^{2}}=\frac{\partial \alpha_{s}}{\partial \ln Q^{2}}=\beta\left(\alpha_{s}\right),  \tag{2.59}\\
\beta\left(\alpha_{s}\right)=-\alpha_{s}^{2}\left(b_{0}+b_{1} \alpha_{s}+b_{2} \alpha_{s}^{2}+\ldots\right), \tag{2.60}
\end{gather*}
$$

$Q^{2}$ denotes the energy scale. Considering only the first term of $\beta\left(\alpha_{s}\right)$, LeadingOrder including 1-loop diagrams (of gluons) we obtain an expression for $\alpha_{s}$

$$
\begin{equation*}
\frac{\partial \alpha_{s}}{\partial \ln Q^{2}}=-\alpha_{s}^{2}\left[\frac{11 n_{C}-2 n_{f}}{12 \pi}\right], \tag{2.61}
\end{equation*}
$$

$n_{C}$ express the number of colors of the theory, and $n_{f}$ the number of quarks' flavors (in the Standard Model $n_{C}=3, n_{f}=6$ ).

From Equation 2.61 we can derive one crucial property of the strong interactions that points to a possible explanation of the absence of observation of free quarks. If we consider processes of high-energy, high-values of $Q^{2}$, the strong coupling constant decreases, diminishing the strength of the strong force, thus in this limit the quarks can be treated as free particles, this property is known as asymptotic freedom. On the other hand, when examining low energy processes, the running coupling constant increases indefinitely, bounding quarks and gluons more strongly as the energy decreases, thus confining such particles, this is thought to be the reason why quarks and gluons were not detected alone so far. This novel property of the QCD theory brings difficulties to treat low energy processes, since the state-of-the-art perturbation techniques developed so far are not applicable to such limits, requiring new approaches to such scenarios. Confinement is also compatible with the observations of hadrons, since they are color neutral, thus we need high energy hadrons collisions to study the inner properties of QCD.


Figure 2.1: Running of the coupling constant $\alpha_{S}$ at the energy of the $Z$ boson mass, $\alpha_{S}\left(M_{\mid}\right)=0.12$, at 1-loop order (open circles) and 2-loop order (solid circles). From [17].

### 2.3 Brief History of Particle Physics

After the discovery of the proton by Rutherford in 1919 [15] as a constituent of the nucleus of atoms, the era of experimental particle physics started to flourish. The subsequent evidences of the neutron and positron at the beginning of the 1930s shed more light into the atoms' structure. At the time, the standard interpretation of such recently discovered particles was that they were fundamental particles, the proton and neutron being the fundamental constituents of atoms' nucleus. In 1934, Fermi [23] published his work with the weak interaction, predicting the existence of the neutrino [35]. Beyond its applications strictly to particle physics, the neutrino was in 1940 [36,37] found to be a key process involved in stellar evolution, known as Urca process, by George Gamow and Mário Schenberg Brazilian astrophysicist and art critic.

It was not until 1947 that the first evidence of a meson, $\pi^{-}$, was first found by Lattes, Occhialini and Powell [38], and in the following years, specially in the 1950's numerous particles were discovered: $\bar{p}, \bar{v}_{e}, \bar{n}, K^{0}, K^{ \pm}, \Lambda^{++}, \ldots$. Along these years, a constant collaboration between theoretical and experimentalists exchang-
ing results, testing models was perceived, making such years an overflowing epoch of important advances in the development of theories to describe particles, and mathematical techniques of numerous applications, as well as motivating the formulation of new experiments to test such theories [26]. In 1954 Yang and Mills work [16] was a fundamental step into the construction of renormalizable nonAbelian gauge theories. 1957 several further theoretical developments regarding neutrinos were also published [39, 40, 41], requiring neutrinos to be left-handed or right-handed. In 1958 the first prediction of the $Z$ boson was made by the Brazilian physicist José Leite Lopes [42].


Figure 2.2: César Lattes, Mário Schenberg and José Leite Lopes, from left to right, in a meeting at CNPq in 1958. Retrieved from the Museu de Astronomia e Ciências Afins' archive.

The 1960's were marked by fundamental steps given towards the construction of the Electroweak theory: Glashow in 1961 [22] first introduced the $Z^{0}$ boson mediator of the weak force, in 1964 works of Peter Higgs, Englert, Brout [21, 43] predicted the Higgs boson and in a field theory with spontaneous symmetry breakdown usinf the Goldstone bosons introduce massive weak bosons, the Higgs Mechanism. In 1967 Tom Kibble extended the Higgs mechanisms to non-abelian gauge field theories [44], used by Weinberg and Salam to finally construct, independently, the unification of electromagnetism and the weak interaction [18, 20]. Two years later Bjorken invented the Bjorken scaling behavior [13], which would soon be used in the developments that led to the QCD theory.

In the early 1970s, the asymptotic freedom property of interacting Yang-Mills theories was discovered [45], and soon after this work, Fritzsch, Gell-Mann and

Leutwyler invented the QCD Lagrangian(Equation 2.54) [46], enhancing the understanding and predictions regarding strong interactions. The next years were prolific in the establishment of new experiments searching for the predicted particles and even finding unpredicted ones, among the findings: $J / \psi(c \bar{c})[47,48]$, $\tau$ lepton [49], $\mathrm{Y}(b \bar{b})$ [50], evidences of gluon jets [51], $W^{ \pm}$[52], $Z^{0}$ [53].

It was also at this epoch that the first measurements of Electroweak and QCD parameters were first measured and compared to the theory of the Standard Model. Some remarkable successes of the SM were the existence of the massive $W^{ \pm}$and $Z^{0}$ bosons, gluons, tandc quarks, Higgs boson, among many other particles and described its interactions precisely. On the other hand there are still failures of the model in this realm, for example the neutrinos' masses, which are predicted massless by the theory, but experiments show that they have mass, the difference in fermions' masses, the difference in matter and antimatter abundances in the universe, which motivate extensions of SM and the search for new theories. The SM does not explain the dark matter as well, this work will focus on this last issue, trying to enhance our understanding of such phenomena through its study in particle accelerators, in this case in the Compact Muon Solenoid (CMS) detector at the Large Hadron Collider (LHC).

Before the LHC was built, many high-energy particle colliders had been making numerous discoveries in the realm of particle physics, testing the theoretical advances and finding the predicted, and even unpredicted in many cases, particles. In 1976 the Super Proton Synchroton (SPS) [54, 55] at CERN, a synchroton particle accelerator housed in a tunnel of almost 7 km in circumference, reached operating energy of 400 GeV in its commissioning date. In 1983 the weak bosons $W^{ \pm}$[52] and $Z^{0}$ [53] were discovered in the SPS, and later in 1999 a direct detection of $C P$ violation was discovered [56] in it as well. SPS has been used to accelerate beams of protons, antiprotons, electrons and positrons. It served as the injector of the Large Electron-Positron Collider (LEP) [57], a 27 km underground circular collider (passing through France and Switzerland) that provided electron-positron collisions up to $\sqrt{s}=209 \mathrm{GeV}$, the highest energies of such collisions in physics' history. LEP was active between 1989 and 2000, when it was shut down and its tunnel was used to construct the LHC, where CMS is located.

At the United States, the Tevatron $[58,59,60]$ synchroton accelerator, located at Fermilab's facilities, was active from 1983 to 2011, colliding protons and antiprotons that were accelerated in a $\sim 6 \mathrm{~km}$ ring resulting in up to $\sqrt{s}=1 \mathrm{TeV}$ collisions. In 1995, the discovery of the top quark at Tevatron [61, 62] was announced, it was
the last fundamental fermion of the Standard Model to be discovered.
The CMS experiment design was motivated by understanding the mechanism of symmetry breaking in the electroweak theory through the Higgs boson, thus the need to detect and reconstruct all particles of an event (even when it does not interact with the detector, such as the neutrino). By doing so, it also tests the mathematical formulation and limits of the Standard Model of particles and fields, shedding light on the consistencies and inconsistencies of the model, and guiding further developments of our description of nature. Many theoretical alternatives have been proposed to solve issues encountered in the SM, such as the hierarchy problem, naturalness, stabilizing the mass of the Higgs, and in particular, searches for supersymmetric models have been conducted [63].

Supersymmetry (SUSY) models are theoretical extensions of the SM, predicting a superpartner particle for every SM particle, and have a myriad possible ways of introducing it: Minimal Supersymmetric Standard Model (MSSM) [64], AnomalyMediated Supersymmetry Breaking (AMSB) [65, 66, 67], string-SUSY [68]. An appealing characteristic of $R$-parity - a conserved quantity introduced by the SUSY models - conserving SUSY models (in MSSM, all SM particles have $R=1$ while supersymetric particles have $R=-1$ ) is that its lightest supersymmetric particle (LSP) is stable, and thus can be treated as a dark matter candidate [69]. This is one of the possible ways that the CMS experiment can elucidate the search for physics beyond the standard model, in particular for dark matter, one of the major mysteries in cosmology, astrophysics and particle physics nowadays.

## Chapter 3

## Dark Matter

### 3.1 History of the Evidences of Dark Matter

The hypothesis of dark matter was first proposed in 1933 by the Swiss astronomer Fritz Zwicky [3, 70, 71]. In his paper, Zwicky was studying the redshift of extragalactic nebulae. He addresses the disagreement between measurements of the velocity dispersion of the Coma cluster, and the theoretical calculations based on the luminous matter observed. The astronomer suggests that one possible answer to the problem could be the existence of a dark (does not interact via electromagnetism), cold (meaning that dark matter in average has non-relativistic energy, or velocity), type of matter, and its density must be greater than the density of luminous matter in similar clusters.

Zwicky's reasoning on Coma cluster to conclude that an unknown type of matter was responsible for the discrepancies is based on calculations using well known classical mechanics tools. It begins with Newton's second law $\vec{F}=m \vec{a}$ (following the derivation in [72]), assuming a nebula located at $\vec{r}_{i}$ and of mass $M_{i}$ and taking the scalar product of $\vec{r}_{i}$ with $\vec{F}=m \vec{a}$ we obtain

$$
\begin{equation*}
\vec{r}_{i} \cdot\left(M_{i} \frac{d^{2} \vec{r}_{i}}{d t^{2}}=\vec{F}\right) \tag{3.1}
\end{equation*}
$$

and summing over all nebulae in the cluster

$$
\begin{aligned}
& \sum_{i} M_{i}\left(\vec{r}_{i} \frac{d^{2} \vec{r}_{i}}{d t^{2}} \cdot\right)=\sum_{i} \vec{r}_{i} \cdot \vec{F}_{i} \\
& \sum_{i} M_{i}\left(\frac{1}{2} \frac{d^{2} \vec{r}_{i}^{2}}{d t^{2}}-v_{i}^{2}\right)=\sum_{i} \vec{r}_{i} \cdot \vec{F}_{i} \\
& \frac{1}{2} \frac{d^{2} \Theta^{2}}{d t^{2}}=\operatorname{Vir}+2 K_{T},
\end{aligned}
$$

where $v_{i}$ is the nebulae velocity, $\Theta=\sum_{i} M_{i} \vec{r}_{i}^{2}$ is the polar moment of inertia,
$K_{T}=\sum_{i} M_{i} \vec{v}_{i}^{2}$ is the total nebulae kinetic energy and Vir $=\sum_{i} \vec{r}_{i} \cdot \vec{F}_{i}$ is the virial of the cluster.

Supposing a stationary nebula, its polar moment of inertia fluctuates around a constant value, by definition, thus the time average of its derivative is zero (another way to argue is noting that the polar moment of inertia value is limited to the cluster size, but we can take the time average over arbitrarily large time window, vanishing the first term)

$$
\begin{equation*}
\overline{\mathrm{Vir}}=-2 \overline{K_{T}} \tag{3.2}
\end{equation*}
$$

obtaining the virial theorem.
Then, assuming that Newton's inverse square law describes the gravitational interactions among nebulae the potential energy can be written as

$$
\operatorname{Vir}=U=-\sum_{i<j} G_{N} \frac{M_{i} M_{j}}{r_{i j}}
$$

$G_{N}$ is Newton's gravitational constant and $r_{i j}=\left|\vec{r}_{i}-\vec{r}_{j}\right|$. The virial theorem then becomes

$$
-\bar{U}=-2 \sum_{i} \overline{M_{i} v_{i}^{2}}=-2 \sum_{i} M_{i} \overline{v_{i}^{2}}
$$

taking the average over the nebulae velocity (represented by the second bar) we have

$$
U=2 \sum_{i} M_{i} \overline{v_{i}^{2}}=M_{\mathrm{tot}} \overline{\overline{v^{2}}}
$$

for a cluster mass of $M_{\text {tot }}$.
If, for simplicity, we assume an uniform spherical mass distribution of the cluster of radius $R_{\text {tot }}$ and constant density $\rho$ we get

$$
\begin{align*}
& U=-G_{N} \int_{0}^{R_{\mathrm{tot}}} \frac{\left(\frac{4}{3} \pi r^{3} \rho\right)\left(4 \pi r^{2} \rho d r\right)}{r} \\
& U=-G_{N} \frac{16}{15} \pi^{2} \rho^{2} R_{\mathrm{tot}}^{5} \\
& U=-G_{N} \frac{3 M_{\mathrm{tot}}^{2}}{5 R_{\mathrm{tot}}} \tag{3.3}
\end{align*}
$$

giving an estimate of the total mass

$$
\begin{equation*}
M_{\mathrm{tot}}=\frac{5 R_{\mathrm{tot}}^{\overline{\overline{v^{2}}}}}{3 G_{N}} \tag{3.4}
\end{equation*}
$$

Although, if we consider the cluster mass distributed between nebulae two or three nebulae of masses $M_{\mathrm{tot}} / 2$ and $M_{\mathrm{tot}} / 3$ equally separated by a distance of $R_{\text {tot }}$ and $\sqrt{3} R_{\text {tot }}$ respectively, the potential energy becomes

$$
U=-\frac{1}{2} G_{N} \frac{M_{\mathrm{tot}}^{2}}{R_{\mathrm{tot}}} \text { and } U=-\frac{\sqrt{3}}{9} G_{N} \frac{M_{\mathrm{tot}}^{2}}{R_{\mathrm{tot}}}
$$

respectively, only changing the constant multiplying it. Zwicky proceeded using, rather arbitrarily, $U=-5 G_{N} \frac{M_{\text {tot }}^{2}}{R_{\text {tot }}}$ to get

$$
M_{\mathrm{tot}} \gtrsim \frac{R_{\mathrm{tot}} \overline{\overline{v^{2}}}}{5 G_{N}}
$$

using the observed average velocity squared along the line of sight,

$$
\overline{\overline{v_{s}^{2}}} \approx 5 \times 10^{15} \mathrm{~cm}^{2} \mathrm{~s}^{-2} .
$$

By the isotropic distribution of the average velocity $v_{s}^{2}=\overline{\overline{v^{2}}} / 3$ and therefore the limit is $M_{\text {tot }}>4.5 \times 10^{13} M_{\odot}$.

At the time, based on observations, it was thought that an average nebula had a mass close to $8.5 \times 10^{7} M_{\odot}$, leading Zwicky to conclude that unobserved dark matter was responsible for the missing mass. With all the approximations used by the astronomer, the mass-to-light ratio in the Coma cluster was around 500, today this number is set near 400 for galaxy clusters.

On the course of the twentieth century many other evidences of dark matter were observed, bringing it more credibility and attention from the scientific community and establishing it as a promising candidate for BSM physics. Experiments devoted to detect and study dark matter properties have been proposed and performed $[73,74,75]$. In order to understand how this area has been developing, it's important to first understand the evidences that support studying dark matter.

Through radio telescope experiments it became possible to measure the angular velocity of galaxies as a function of their radii. Albeit uniform spheres are not a good approximation for galaxies' modeling, when we consider them as disks we find reasonable results for their velocity distribution. The galaxies' velocity profile
as a function of radius would show an almost linear increase in the bulge, followed by a subsequent decrease that behaves roughly as a Keplerian falloff ( $r^{-1 / 2}$ ). When compared to the data we find a huge disagreement, with no Keplerian falloff observed in any case. This observation favors the hypothesis of the existence of non-luminous matter in high densities inside galaxies. Under this assumption, theorists calculated the effects of a spherically symmetric dark halo (halo formed of dark matter) around the galaxy. The descriptions given by this hypothesis of the angular velocity as a function of the galaxies' radii reproduces more accurately the observations $[4,76,77]$. Figure 3.1 presents a study of the rotation curves of the galaxy NGC3198 conducted by van Albada showing the agreement of the model of an exponential disk galaxy with a halo of matter encompassing it, while tackling the problem of stability of flattened galaxies pointed by Ostriker and Peebles [78]. The spherical symmetry is a direct consequence of the collisionless property of particle dark matter, meaning that DM does not interact with itself, or interact very feebly, reflecting in its distribution dictated by the gravitational forces.


Figure 3.1: Fitting of the rotation curves data (points with error bars) from galaxy NGC3198 with an exponential disk (disk), a hypothetical halo of non-observed matter (halo) and the upper curve combining an exponential disk with a halo, fitting accurately the data. Taken from [79].

It is relevant to clarify that we are presenting different issues that can be solved introducing DM, although these are inconsistencies in very different scales: galaxies, clusters of galaxies, the Cosmic Microwave Background observations covering the whole sky. In principle, there is no indication that all these problems
have a common cause and solution, albeit some models of particle dark matter, such as the WIMP model, solve theoretically the disagreements of the observations with general relativity and cosmology without DM.

Another evidence that sustains the dark matter searches came from X-ray telescope data. The importance of X-ray data comes from the fact that in a cluster of galaxies most of the baryonic matter is on the form of gas, and not in stars. That being said, a hot gas in a gravitational potential well emits Bremsstrahlung radiation, and these photons are in the X-ray frequency. So if we can detect X-ray halos, we can pinpoint the location of the gas in a cluster. Figure 3.2 shows the Bullet Cluster [80]. The color pink represents the cluster locations in which X-ray sources were detected, thus where the gas is, and consequently where the majority of the baryonic matter is. On the other hand, from general relativity we can calculate the effect of gravity bending light trajectories, in what is known as gravitational lensing [81, 82]. From those measurements we can also estimate the matter distribution in the galaxy cluster. For the Bullet Cluster this lead to another incompatibility: the lensing indicates that there is a large quantity of matter, in fact more than the baryonic fraction, which were mostly concentrated where no X-ray halos were found. Figure 3.2 shows the different estimations of the matter distribution in the Bullet Cluster, with the final panel showing the merge of the two results: in pink the X-ray halos, and in blue, what is thought to be dark matter.

There are also cosmological evidences for dark matter. From measurements of the CMB (Cosmic Microwave Background), the model of BBN (Big Bang Nucleosynthesis), and measurements of mass-to-light ratio, we can estimate how much of the matter content of the universe. The current estimate of the content of the universe [83] is that $68.3 \%$ is composed of dark energy, thought to be responsible for the expansion of the universe, $26.8 \%$ is formed by dark matter and $4.9 \%$ by baryonic matter, photons, neutrinos, in other words, all the matter that we directly observe and interact with. Since $68.3 \%$ of the universe is dark energy, only $31.7 \%$ is in the form of matter. Concerning the matter in the universe, almost $85 \%$ of it is present as dark matter, implying that "normal matter" sums up to approximately $15 \%$ of all the matter.

The term dark present in dark matter is a consequence of its lack of electromagnetic interaction [84, 85, 86], telescopes and experiments trying to observe DM so far could only find evidence of it through its gravitational interaction. Thus dark, since light passes freely through it, at least until today, and none electromagnetic radiation or interaction with charged particles was registered so far.


Figure 3.2: Different observations of the Bullet Cluster [5]. Top left: optical only. Top right: optical + matter distribution from X-ray halos (pink). Bottom left: optical + matter distribution from lensing (blue). Bottom right: optical + matter distribution from both X-ray halos and lensing. Since the two methods for measuring the matter distribution disagree, we conclude that a large fraction of the bullet cluster mass is not in the form of hot gas. That assumption is that it is composed of dark matter instead.

The CMB evidence of DM is deeply related to the great revolution of General Relativity started by Einstein and the recent state-of-the-art astrophysics experiments such as Planck [83, 87, 88]. A brief review of CMB origin and its relation with DM will be made based on [89]. At the early stage of the universe, until $\sim 10^{-6}$ s after the Big Bang, the universe was composed of quarks, leptons and photons in a hot, dense and homogeneous plasma state. As the universe expanded and temperature cooled, the formation of hadrons was possible, binding quarks together. This plasma was "opaque" to photons due to the electromagnetic interaction (Thomson scattering of the radiation), such high density of free electron entailed a very short mean free path for the photons.

With the temperature gradually cooling off, about $4 \times 10^{5}$ years after the Big

Bang (temperature near $1 \mathrm{eV}, T=E / k_{B}$ ), most of the hydrogen atoms were not ionized anymore, substantially decreasing the amount of free electrons in the universe. As a consequence, the radiation was not "trapped" anymore to the interactions with electrons, this moment known as decoupling (or recombination, even though the hydrogens atoms were never combined before) marks the creation of the CMB radiation.

The observations of the CMB [90, 83], Figure 3.3, disclose it as a fairly homogeneous, similar to a perfect black-body radiation at temperature $T=2.725 \mathrm{~K}$. It also shows small, but consistent fluctuations of the radiation (in the order of $10^{-5}$ of the background temperature). Since the dominant type of matter at the time of recombination was DM, the irregularities seen in Figure 3.3 are from the distribution of DM itself. Beyond showing that these small "seeds of inhomogeneity" were responsible for the formation of the large cosmological structures observed today, the simulations also show that the velocity of the dark matter particles must be small in order to trap baryonic gas in potential wells. This is why dark matter is thought to be cold (its energy is not relativistic), giving rise to the standard cosmological model called $\Lambda$ CDM: cold dark matter with a cosmological constant.


Figure 3.3: The Cosmic Microwave Background Radiation as observed by the Planck satellite. Temperature is given in $\mu \mathrm{K}$ scale, and fluctuations are observed of the order of $\pm 300 \mu \mathrm{~K}$ [83].

Gravitation models, alternatives to the theory of general relativity, were proposed in order to explain the discrepancies outlined above. These models usually fail to describe the formation of galaxy clusters when considering a universe made only of baryon matter. The disagreements affect the degree of homogeneity of the

CMB, and usually require a time greater than the age of the universe to form the structures that we observe today. Thus, dark matter seeds of inhomogeneity are again the best candidates to explain this evolution. Cosmological simulations are essential to these studies, since through them different cosmology theories can be tested. A simulation of the formation and evolution of clusters and filaments in the $\Lambda$ CDM model, performed by Kavtsov and Klypin at the National Center for Supercomputer Applications [91], reproduces consistently the observations of these structures in the universe. Figure 3.4 shows their results.


Figure 3.4: Formation of clusters and galactic filaments in cold dark matter model with dark energy. Frames have sides of 140 million of light years, the first one with redshift $z=30.0$ evolving until today, $z=0.0$, in the last frame [91].

Gathering the evidences and information known so far, we can infer some characteristics to guide us on constructing models for particle dark matter. The hypothesis that DM is composed of particles is connected to the evidences so far indicating properties of interaction and distribution compatible with developed models of particle dark matter. Also, since all the matter we know can be interpreted as particles, it is convenient to consider DM as particles with different properties. First it must have neutral charge, dark, so it doesn't interact with light. A consequence of it is that the particle dark matter will be frictionless (does not loose energy through electromagnetic interaction), since baryons cool down through electromagnetic interaction. Having neutral charge, DM does not interact electromagnetically, thus does not have this interaction through which it could lose energy and thus cool its temperature. And since dark matter does not interact with baryonic matter through electromagnetism, the evidences of its existence were observed due to gravitational interaction. On this wise, we expect dark
matter to be massive.
So far to build our particle dark matter model we have a great range of possible masses, few constraints in regard to its self interaction and interaction with baryonic matter and some knowledge about its density and distribution on galaxies and galaxy clusters as well as on a cosmological scale of its abundance. In order to look for indications that will reveal the limits of the aforementioned theories, to explain the evidences, and contradictions of the current established theories, experiments are needed. In their very nature and methodology of search, we can identify three distinct groups of indirect and direct detection experiments [92], and collider experiments.

As the name suggests, indirect detection searches are focused to detect incoming signs of dark matter from observations of the universe. These signs come from the detection of electromagnetic radiation, so it's obvious now why it is not a direct detection of dark matter, because it doesn't interact through electromagnetism. Instead, indirect searches look for signs such as flux of positrons, $\gamma$-rays, neutrinos in regions of space with high density of dark matter (could be linked to annihilation during freeze-out) [93, 94].

Direct detection is concerned with detecting dark matter particles through scattering, detecting the recoil of standard model particles. There's a high level of complexity to execute such experiments in order to get rid of the background such that we have a relevant signal of dark matter, since these interactions are expected to happen very rarely. The signals can appear through energy deposits in calorimeters, scintillation light and ionisation, and a wide range of materials can be used to do it: Ge, $\mathrm{Xe}, \mathrm{NaI}[95,96]$.

### 3.2 Outlines of Dark Matter Models

In the last decades, one of the most common frameworks used to develop and explore models of particle dark matter, both theoretical and experimentally, was the thermal relic paradigm. Through an interdisciplinary combination of statistical mechanics, general relativity and nuclear and particle physics, these models suggest a history of the origin of dark matter particles, its interaction with the SM (if any) and predict astrophysical observations in order to verify its validity. Since a deep understanding of many physics' areas are needed to grasp the subtleties of such models, I will glance through some core concepts embedded in them. The interested reader can consult the following works for further details
and deeper discussions [72, 97, 98, 99].

### 3.2.1 Thermal Decoupling

The assumption made by the thermal relic framework is that in the early stage of the universe, an epoch of high energy (or temperature $T=E / k_{B}$ ) the species (photons, quarks, nuclei...) were in "thermal equilibrium" in the statistical mechanics' sense, which kept its abundance stable. With the increasing expansion rate of the universe (the Hubble parameter is parametrized by the scale factor $a(t)$ as $H(t)=\dot{a}(t) / a(t)$ at an arbitrary defined time $t$ ), its temperature kept cooling off, eventually decreasing the density of the species until its rate of production is surpassed by the universe's rate of expansion. At the time at which the rate of production of the species $\Gamma$ approaches the value of $H$, we consider that thermal decoupling takes place, "freezing-out" the number density of the considered particles since from this time on. Since for every $t$ we have an associated temperature $T$ that can be used to parametrize $H(T)$, and the inverse of the latter represents the time at which the expansion had this value, we can estimate the time at which the freeze-out happened $t_{\text {f.o. }}$ and temperature $T_{\text {f.o. }}$ satisfying $\Gamma \sim H\left(t_{\text {f.o. }}\right)=H\left(T_{\text {f.o. }}\right)$.

The freeze-out of the relics occur because from this point onwards, as the rate of expansion of the universe grows and enters the regime of $\Gamma \ll H$, this represents that on average the time for the production or annihilation of the particles takes more time than the age of the universe. The species' density is only "redshifted" as the universe expansion continues.

Many processes can vary the relic abundance of a particle species, but here the focus is on three of them:

- Elastic Scattering: $\chi+\mathrm{SM} \leftrightarrow \chi+\mathrm{SM}$.
- Annihilation: $\chi \chi \leftrightarrow \mathrm{SM}+\mathrm{SM}$.
- Self-Annihilation: $\chi \chi \leftrightarrow \overbrace{\chi \ldots \chi}^{n}$ for $n \geq 3$.

More formally, we can analyze the freeze-out of DM using the formalism of Boltzmann's equation, I follow the presentation and reasoning present in [100, 101, 102, 103]. From the assumption that a particle species is in thermal equilibrium early on, we can describe its evolution through its phase-space density $f(\vec{p}, \vec{x}, t)$ with the Boltzmann equation, which can be cast as

$$
\begin{equation*}
L[f]=C[f] \tag{3.5}
\end{equation*}
$$

where $L[f]$ is the Liouville operator, controlling the evolution of the phase-space density with time, and $C[f]$ the collision operator, giving the change in the number of particles per volume of the phase-space per time. Consider the production of a DM particle $\chi$ and its annihilation to some SM particle $X$ (lepton, quark, photon ...)

$$
\chi \bar{x} \leftrightarrow X \bar{X},
$$

the bar indicates antiparticle. Additionally, we consider that

- The process can happen in both directions. When the rate is the same in both directions, the process is in "chemical equilibrium" and thus $\mu_{\chi}+\mu_{\bar{\chi}}=$ $\mu_{X}+\mu_{X}$.
- $X$ and $\bar{X}$ have thermal distributions with $\mu_{X}, \mu_{\bar{X}} \approx 0$.
- For particles and its antiparticles $f_{X}=f_{\bar{X}}$.
- Distribution functions can be approximated by the Maxwell-Boltzmann distribution functions:

$$
f(\vec{p}, T) \simeq e^{-[E(\vec{p})-\mu] / T} .
$$

- The scattering process of DM enforces its kinetic and thermal equilibrium, even after decoupling and out of chemical equilibrium, and the phase-space distribution functions satisfy

$$
f_{\chi}(E, T)=\frac{n_{\chi}(T)}{n_{\chi}^{E Q}} f_{\chi}^{E Q}(E, T)
$$

where $f_{\chi}^{E Q}(E, T)$ is the thermal Maxwell-Boltzmann equilibrium distribution function for zero chemical potential and

$$
\begin{gathered}
f_{\chi}(E, T)=e^{\left(-E+\mu_{\chi}\right) / T}=e^{\mu_{\chi} / T} f_{\chi}^{E Q}(E, T) \\
n_{\chi}(T)=g_{\chi} e^{\mu_{\chi} / T} \int \frac{d^{3} \vec{p}_{\chi}}{(2 \pi)^{3}} f_{\chi}^{E Q}(E)=e^{\mu_{\chi} / T} n_{\chi}^{E Q}(T) .
\end{gathered}
$$

Now, we want to obtain the evolution of $\chi$ 's number density $n_{\chi}$, considering the annihilation process, integrating over Equation 3.5, the Liouville term
becomes [100, 101]

$$
\begin{equation*}
g_{\chi} \int L\left[f_{\chi}\right] \frac{d^{3} \vec{p}_{\chi}}{(2 \pi)^{3}}=\frac{1}{a^{3}} \frac{d}{d t}\left(a^{3} n_{\chi}\right)=n_{\chi}+3 H n_{\chi} \tag{3.6}
\end{equation*}
$$

and the collision term

$$
\begin{equation*}
g_{\chi} \int C\left[f_{\chi}\right] \frac{d^{3} \vec{p}_{\chi}}{(2 \pi)^{3}}=-\int \sigma v\left(d n_{\chi} d n_{\bar{\chi}}-d n_{\chi}^{e q} d n_{\bar{\chi}}^{e q}\right) \tag{3.7}
\end{equation*}
$$

where $\sigma=\sigma_{\chi \bar{\chi} \rightarrow X \bar{X}}$ and $v=\frac{\sqrt{\left(\vec{p}_{\chi} \cdot \vec{p}_{\bar{x}}\right)^{2}-m_{\chi}^{2} m_{\bar{\chi}}^{2}}}{E_{\chi} E_{\bar{\chi}}}$, also called the Møller velocity [104], and by its definition a Lorentz invariant when multiplied by $n_{\chi} n_{\bar{\chi}}$. In our case, it is defined in the cosmic comoving frame, or simply comoving frame, which is the coordinate system moving with the Hubble's space expansion, where if we measure the CMBR it will be isotropic. Also, in this frame the comoving distance is defined if considering 2 comoving objects, their comoving distance will remain constant, factoring out the universe expansion, and the comoving time as the elapsed time since the Big Bang in a clock moving in the comoving frame.

From the assumptions regarding thermal and kinetic equilibrium before and after the collision, we can recast Equation 3.7 as [102]:

$$
\begin{equation*}
g_{\chi} \int C\left[f_{\chi}\right] \frac{d^{3} \vec{p}_{\chi}}{(2 \pi)^{3}}=-\langle\sigma v\rangle\left(n_{\chi} n_{\bar{\chi}}-n_{\chi}^{e q} n_{\bar{\chi}}^{e q}\right) \tag{3.8}
\end{equation*}
$$

where the thermal average $\langle\sigma v\rangle$ is defined as

$$
\begin{equation*}
\langle\sigma v\rangle=\frac{\int \sigma v d n_{\chi}^{e q} d n_{\bar{\chi}}^{e q}}{\int d n_{\chi}^{e q} d n_{\bar{\chi}}^{e q}} . \tag{3.9}
\end{equation*}
$$

Finally we can write Equation 3.5 as

$$
\begin{equation*}
i_{\chi}+3 H n_{\chi}=-\langle\sigma v\rangle\left(n_{\chi} n_{\bar{\chi}}-n_{\chi}^{e q} n_{\bar{\chi}}^{e q}\right) . \tag{3.10}
\end{equation*}
$$

In order to better understand the implications of Equation 3.10 we can define a new variable $Y=n_{\chi} / s$, where $s$ is the entropy density, and using the
approximation that $s a^{3}=$ const., $a^{3}$ being the comoving volume, we get

$$
\begin{gathered}
\frac{d}{d t}\left(s a^{3}\right)=0 \rightarrow \frac{\dot{s}}{s}=-3 H \\
\dot{Y}_{\chi}=\frac{1}{s}\left(n_{\chi}-n_{\chi} \frac{\dot{s}}{s}\right)=\frac{1}{s}\left(n_{\chi}+3 H n_{\chi}\right)
\end{gathered}
$$

and rewrite the Boltzmann equation as

$$
\begin{gathered}
s \dot{Y}_{\chi}=-\langle\sigma v\rangle\left(Y_{\chi}^{e q}\right)^{2} s^{2}\left[\left(\frac{Y_{\chi}}{Y_{\chi}^{e q}}\right)^{2}-1\right] \\
\frac{\dot{Y}_{\chi}}{Y_{\chi}^{e q}}=-n_{\chi}^{e q}\langle\sigma v\rangle\left[\left(\frac{Y_{\chi}}{Y_{\chi}^{e q}}\right)^{2}-1\right] \\
\frac{\dot{Y}_{\chi}}{Y_{\chi}^{e q}}=-\Gamma\left[\left(\frac{Y_{\chi}}{Y_{\chi}^{e q}}\right)^{2}-1\right]
\end{gathered}
$$

where the rate of production of $\chi$ is by definition $\Gamma=n_{\chi}^{e q}\langle\sigma v\rangle$. Lastly, using $x=m / T$ and from the relation between time and temperature in the radiationdominated era of the universe $d t=\frac{1}{H} \frac{d x}{x}$ we arrive at the expression

$$
\begin{equation*}
\frac{x}{Y_{\chi}^{e q}} \frac{d Y_{\chi}}{d x}=-\frac{\Gamma}{H}\left[\left(\frac{Y_{\chi}}{Y_{\chi}^{e q}}\right)^{2}-1\right] \tag{3.11}
\end{equation*}
$$

Writing in this form, we can see that the deviation of the variable $Y_{\chi}$ from its equilibrium value $Y_{\chi}^{e q}$ is determined by the ratio $\Gamma / H$. When $\Gamma \ll H$ it does not change and the density number of $\chi$ in the co-moving volume is constant, the annihilation of $\chi \bar{\chi}$ stops. On the other hand, for $\Gamma \gg H$ the value of $Y_{\chi}$ tends to the equilibrium value, thus we define the freeze-out when $\Gamma \sim H$.

### 3.2.2 WIMPs

The thermal decoupling framework has been broadly applied in cosmology to estimate the abundance of particles we observe today in the universe, such as electrons, neutrinos, hadrons, helium, etc. Among its predictions, it encompasses the results of CMB and BBN, that have been sustained by numerous astrophysical experiments' measurements and observations, establishing it in high credibility in the physics community. In this manner, in order to develop a model of DM and
explain its abundance, behavior and understand the subtitles of its interactions, the thermal relic scheme has been used in a myriad approaches, one of the most studied and put to test hitherto has been the model of Weakly Interacting Massive Particles (WIMPs).

The observed abundance of DM in the universe is often expressed as $\Omega_{\mathrm{DM}}=$ $\rho_{\mathrm{DM}} / \rho_{\text {cr }}$ times $h^{2}$ ( $h$ is the Hubble expansion rate today expressed in units of $100 \mathrm{~km} / \mathrm{s} / \mathrm{Mpc}$, the current estimate is about $h \sim 0.7$ ) where $\rho_{\mathrm{DM}}$ is the density of the thermal relic, and $\rho_{\text {cr }}$ is the universe critical density defined as

$$
\begin{equation*}
\rho_{\mathrm{cr}}=\frac{3 H^{2}}{8 \pi G_{N}} . \tag{3.12}
\end{equation*}
$$

The critical density is called this way since, from the Friedmann equations [72], we can write

$$
\Omega-1=\frac{k}{H^{2} a},
$$

$k$ being the curvature (can be normalized to 0 in the case of a flat, +1 for closed and -1 to an open universe). Thus, the curvature value is determined by $\Omega$, the CMB observations point to $\Omega \sim 1$, implying a flat universe.

The DM density can be expressed as function of the comoving DM density as $\Omega_{\mathrm{DM}}=\frac{m_{\chi} n_{\chi}}{\rho_{\mathrm{cr}}}=\frac{m_{\chi} \chi_{0}^{\chi} s_{0}}{\rho_{\mathrm{cr}}}$ with $Y_{0}^{\chi}=\gamma \chi\left(T_{0}\right)$ indicating the DM density at the present time (and temperature $T_{0}$ ), as well as $s_{0}$ the entropy density. Gondolo and Gelmini derived an expression for $\Omega_{\mathrm{DM}}$ to be numerically estimated [100] supposing the freeze-out scenario of DM

$$
\begin{equation*}
\Omega_{\mathrm{DM}} h^{2} \approx 8.76 \times 10^{-11} \mathrm{GeV}^{-2}\left[\int_{T_{0}}^{T_{f}} g_{\star}^{1 / 2}\langle\sigma v\rangle \frac{d T}{m_{\chi}}\right]^{-1} \tag{3.13}
\end{equation*}
$$

with $g_{\star}^{1 / 2}$ representing the spin degrees of freedom of $\chi$. Cosmological evidences [83, 87] observe the DM density at $\Omega_{\mathrm{DM}} h^{2} \approx 0.12$, impelling physicists to develop DM particle models in which $\langle\sigma v\rangle$ and $m_{\chi}$ satisfy the observed abundance, or at least a lesser value, if the hypothesis of more than one type of DM is assumed.

Figure 3.5 shows the relation between $Y_{\chi}$ and $x$ in the freeze-out scheme. At the early universe of high temperature, lower values of $x$, the behavior of $Y_{\chi}$ is independent of the annihilation cross-section since the DM particles are in thermal equilibrium, thus with constant $n_{\chi}$ in average. As the temperature drops, and the rate of annihilation approximates to the universe expansion's the thermal
decoupling starts, represented by the colored lines in the graph. Lower values of $\sigma_{\chi \bar{\chi} \rightarrow X \bar{X}}$ will decouple sooner, as $\Gamma \propto\langle\sigma v\rangle$, and increase the abundance of DM nowadays, since the annihilation stopped earlier, $\Omega_{\mathrm{DM}} \propto 1 /\langle\sigma v\rangle$.


Figure 3.5: Plot showing the profile of the variable $x=m_{\chi} / T$ as function of the comoving number density $Y_{\chi}=n_{\chi} / s$ during the freeze-out scenario. Since the abundance is proportional to the inverse of $\langle\sigma v\rangle$, modelling the annihilation cross-section of the particle DM has a profound importance.

By the end of the 1980s - when the conclusion that the universe was majorly composed of cold and nonbaryonic matter was widely accepted between astrophysicists and particle physicists - a broad range of particle models were being devised: from spontaneously broken gauge theories [105], to quark nuggets resulting from a first-order QCD phase transition [106] and models of universe with higher dimensions [107]. In order to match the observations of DM abundance in the freeze-out paradigm to become a cold thermal relic, there is a lower limit on the order of $1-100 \mathrm{keV}$.

The electroweak interactions of the SM are a natural path to search for new physics given the unsolved problems such as naturalness and hierarchy. Supposing that DM is related to such inconsistencies a model in this scale can be constructed, setting the mass of the particle DM to the electroweak's scale $m_{\chi} \sim$ $E_{\mathrm{EW}} \sim 200 \mathrm{GeV}$. Further, Figure 3.5 shows that even changing some orders of magnitude the freeze-out temperatures remain close to $x \sim 20$, thus obtaining in this scenario $\langle\sigma v\rangle \approx 10^{-26} \mathrm{~cm}^{3} / \mathrm{s}$. Calculating the abundance of such model of DM today, the result matches the cosmological observations, the so-called WIMP miracle. This fact motivated for decades the development of the WIMP model, to
refine its predictions and devise ways to observe it, such as in particle accelerators (Subsection 3.4).

Although, notice that this particular choice of the model parameters ( $m_{\chi},\langle\sigma v\rangle$ ) is not unique to satisfy the observed $\Omega_{\mathrm{DM}}$, such that many other alternative DM particle models have been developed alongside dealing with some caveats of the WIMP model [98].

### 3.2.3 The WIMPless Miracle

As said before, the WIMP model is by no means the only possible particle DM model which satisfies the particle physics and cosmology requirements, there are a myriad models with masses and interactions that differ from those of electroweakscale while predicting the cosmological needs. SUSY models with gauge-mediated SUSY breaking [108, 109], for example, devise other particle DM candidates that are not WIMPs.

On the opposite direction of the WIMP particles' interaction, models of strongly-interacting-massive-particles (SIMPs) [110] points to dark matter masses in the subGeV scale. Instead of the usual $2 \rightarrow 2$ process, the SIMP model suggests the annihilation of dark matter via $3 \rightarrow 2\left(m_{\chi} \sim 100 \mathrm{MeV}\right)$, also $4 \rightarrow 2\left(m_{\chi} \sim 100 \mathrm{keV}\right)$ in the case of DM charged under $Z_{2}$ symmetry, but this implies in the heat up of DM, substantially altering the structure formation of halos of dark matter. To overcome this issue, a small coupling to SM is introduced that keeps the DM in thermal equilibrium with the photon bath. This way, the scattering of DM with SM particles allows the heat to flow from the former, maintaining the freezeout mechanism integrity while maintaining the abundance consistent with the cosmological data.

In a similar fashion, the ELastically DEcoupling Relic [111] (ELDER) introduces strongly interacting particles and particularly the self-annihilation process $3 \rightarrow 2$ to explain the dark matter thermal relic's evolution. In the ELDER scheme, however, it is the elastic scattering, $\chi+\mathrm{SM} \leftrightarrow \chi+\mathrm{SM}$, that decouples initially from the thermal equilibrium between the two sectors, while the self-annihilation process continues for a period of time, the so-called Cannibalization. Since self-annihilation releases energy, the temperature is kept somewhat constant while the universe keeps expanding and the coupling with the SM no longer exists, thus continuing to reduce the number of DM particles. A direct consequence of this framework is allowing lower masses particles or elastic scattering cross-sections, since in the


Figure 3.6: Dark matter comoving number density behavior as function of the SM plasma temperature. The blue dashed line represents the DM and SM in thermal equilibrium, the red dashed line DM in chemical equilibrium with itself after decoupling and the purple solid line elastically decoupling dark matter with $m_{\chi}=10 \mathrm{MeV}$. Retrieved from [111].

WIMP model for example lower limits were applied in order to not exceed the observed relic's abundance.

In Figure 3.6 this process is represented with the evolution of $x$ as function of $m T$, first the decoupling of the two sectors, where the ELDER now is in thermal equilibrium but not with SM. Following the cannibalization epoch, where the self-annihilation process reduces its abundance, and finally the freeze-out.

### 3.3 Feebly Interacting Massive Particle

Due to the lack of signals found so far that indicates the existence of DM produced via freeze-out mechanism, such as the WIMP, different approaches to explain the DM yield have flourished. Still in the thermal relics' paradigm, the freeze-in [112] models have been standing out as an alternate explanation.

Instead of thinking of a particle species in thermal equilibrium with the SM in the early stage of the universe, the freeze-in scheme supposes the existence of a BSM particle $\Xi$ with very low abundance in this epoch. Further, it is supposed that this particle is feebly coupled to the SM particles bath, such coupling is responsible for producing $\Xi$ particles, increasing its number density. Thus, $\Xi$ are called Feebly Interacting Massive Particles (FIMPs). The nomenclature feebly interaction
instead of what would be more common, weak interaction, intends to avoid the confusion with the SM weak force interaction. Thus, in the context of FIMPs, unless explicitly stated, weak interactions are referring only to the magnitude of the associated coupling, not the SM weak force. The process of production stops when the universe temperature drops below the mediator mass, "freezing-in" the $\Xi$ abundance. Figure 3.7 illustrate the difference of the evolution of the thermal relics produced within the freeze-out (solid lines) and freeze-in schemes (dashed lines), instead of reducing the particle species abundance as the universe expands, the freeze-in models augment it.


Figure 3.7: Comparison of the evolution of the comoving density number of thermal relics due to SM particles' bath temperature $x=m / T$ in the freeze-in (FI), dashed lines, and the freeze-out (FO) models, solid lines. The arrows indicate the direction in which the processes responsible for the production (FI) or annihilation (FO) of BSM particles have its $\langle\sigma v\rangle$ augmented. Plot from [112].

In particular, we are interested in a FIMP model with a particle $\Xi=F$ coupled to the SM (feebly through a coupling $y_{\Xi}$ ), with a thermal evolution described by the freeze-in framework, which decays through $F \rightarrow \mathrm{SM}+s$ into a SM particle and a DM particle $s$ [113]. Formally the SM is extended introducing a real scalar DM $s$, neutral to $S U(3)_{c} \times S U(2)_{L} \times U(1)_{Y}$ (neutral to strong nuclear interaction and electroweak forces), and a vector-like fermion $F$ satisfying $m_{s}<m_{F}$. The coupling to SM is made with the left-handed component of the vector fermion $\bar{F}$ and right-handed SM fermions: up-type quarks, down-type quarks and charged
leptons through Yukawa-type terms:

$$
\begin{align*}
\mathcal{L}= & \mathcal{L}_{\mathrm{SM}}+\partial_{\mu} s \partial^{\mu} s-\frac{\mu_{s}^{2}}{2} s^{2}+\frac{\lambda_{s}}{4} s^{4}+\lambda_{s h} s^{2}\left(H^{\dagger} H\right)+  \tag{3.14}\\
& \bar{F}(i \not D) F-m_{F} \bar{F} F-\sum_{f} y_{s}^{f}\left[s \bar{F}\left(\frac{1+\gamma^{5}}{2}\right) f+\text { h.c. }\right],
\end{align*}
$$

where $f=\{e, \mu, \tau\},\{u, c, t\},\{d, s, b\}$ depending on the model being used for the transformations of $F$. The model is defined by a set of seven free parameters

$$
\begin{equation*}
m_{s}, m_{F}, \lambda_{s h}, \lambda_{s},\left\{y_{s}^{f}\right\} \tag{3.15}
\end{equation*}
$$

being the mass of the scalar DM particle, the mass of the vector particle, the coupling of Higgs particles to DM, the DM quartic self-coupling and a set of parameters defining the interaction of DM particle, respectively. Our target, based on [113] analysis, FIMP model being is not focused on the Higgs portal to DM, and the low self-coupling assumed implies in setting $\lambda_{s h}=\lambda_{s}=0$.

The set of three parameters $\left\{y_{s}^{f}\right\}$ describes the interaction of the DM particle $s$ with the visible sector, due to the freeze-in mechanism assumed, the coupling between $s$ and SM is very small. Figure 3.8 represents the FIMP reaction which is a signal we are interested in detecting at CMS, the disappearing track.


Figure 3.8: Diagram of the FIMP dark matter production at the LHC, from which a disappearing track signal is searched for. Retrieved from [113].

The signal we search in the CMS experiment is possible since the coupling between $F$ and the SM is feeble, implying that the mean lifetime of the introduced particle is increased, allowing it to travel enough to be detected by the CMS detector. If such particle leaves signals in the detector, and decays inside the CMS Tracking System, when reconstructing the particle track a disappearing track will
be found, with inital hits of a charged track followed by its decay with no more hits from a certain layer onwards.

### 3.4 Search for Dark Matter at the CMS Experiment

At particle detectors we can not detect dark matter directly, since they don't interact neither through electromagnetism nor by nuclear interactions (at least not enough to generate a distinct signal in the detectors of the LHC, but dedicated experiments of direct detection search for these signals), and as consequence are not detected. It's relevant to note that the expected flux of dark matter being produced at the LHC is more than $10^{10}$ - Chapter 5 - times smaller than the flux coming from outer space, so it' hopeless to expect direct detection coming from the proton collisions.

On the other hand, to search for signs of dark matter at a detector such as CMS we can look for missing transverse momentum ( $p_{T}^{\text {miss }}$ ). The great accuracy of calibration and alignment of LHC and its detectors allows it to have the beams of colliding protons highly colimated, such that the total momentum carried by the beams can be considered in the $z$ direction, $\vec{p}^{\text {beam }}=\vec{p}_{z}^{\text {beam }}$, and null momentum in the transverse plane $\vec{p}_{T}^{\text {beam }}=0$. Thus, using the conservation of momentum of the collision, we expect that after the collision, if we sum all the reconstructed particles, supposing that all of them are correctly reconstructed, we get

$$
\vec{p}_{T}^{\mathrm{beam}}=-\sum_{i} \vec{p}_{T}^{i}=\overrightarrow{0}
$$

$\vec{p}_{T}^{i}$ stands for the transverse momentum of the particle $i$, and the sum is over all final particles. So, if after reconstructing an event we do not obtain 0 , we call the difference $\vec{p}_{T}^{\text {miss }}$ - a schematic representation of $\vec{p}_{T}^{\text {miss }}$ in the CMS detector is shown in Figure 3.9. A fraction of the missing energy is expected in the framework of the SM due to neutrinos, and this estimate is made using on the relation between the number of $Z$ bosons decaying to leptons and to neutrinos. Thus counting the number of $Z$ decaying to leptons, the number of neutrinos generated can be estimated. It is through specific signals containing missing momentum, or analogously the missing energy $E_{T}^{\text {miss }}$, that the analysis search for DM produced in the collider.

The topologies of BSM physics signals are varied, since a myriad models of the particles are possible, thus many parameters such as mass, momentum, the


Figure 3.9: Schematic representation of how missing transverse momentum are reconstructed in the CMS detector.
presence or not of SM in the process, the number of exotic particles in the decaying channel. In particular, for DM searches, recently simplified models [114] have been widely used to interpret the collider signals, such models are able to describe the kinetic of DM production and search for a large imbalance in the transverse momentum. The missing momentum searched recoils against some initial state radiation ( $X$ ), and these searches are called mono- $X$, where $X$ can be a jet - from the hadronization of quarks and gluons [115] or the decay products of the bosons $W^{ \pm}$[116] or Z [117] - or a photon [118].

In this project, we search specifically for dark matter produced together with long-lived particles (LLP) (meaning that the particle travels a distance that allows it to be detected before it decays) in the framework of the FIMP model. One sign of a dark matter + charged LLP signature can be a reconstructed charged particle (a track) recoiling against undetected particles in the detector; another possible signature that can be related to dark matter + LLP is the detection of a displaced vertex, representing the decay of a neutral LLP, since the vertex is at a considerable distance from the primary vertex. Figure 3.10 shows different topologies of signals containing LLP in the CMS detector's Trigger System. These are the events we are looking forward to detecting in CMS, and in particular in the Tracker system. Therefore, a good understanding of how the particle tracks are reconstructed is essential to our work. In the following three chapters, the reconstruction of charged particle tracks will be studied, firs introducing the CMS detector - Chapter

4 - in which we search for disappearing tracks, then from the basic concepts and a toy model implementation using combinatorial Kalman filter (CKF) - Chapter 5 -, to an analysis of events containing charginos ( $\tilde{\chi}^{ \pm}$) and its tracking performance using CMS' software package, CMSSW- Chapter 6.


Figure 3.10: Schematic representation of possible signals from LLP in the CMS Tracker System.

## Chapter 4

## The CMS Experiment

The LHC is a particle accelerator at CERN where $p p, p \mathrm{~Pb}$ and PbPb collisions take place, reaching the highest center of mass energy in the history of physics, $\sqrt{s}=13 \mathrm{TeV}$ for $p p$ collisions. The CMS detector [119] is a multipurpose experiment of the LHC, first designed to elucidate our knowledge about particle physics, testing many aspects of the Electroweak theory, such as the Higgs boson prediction, and the limits of the Standard Model, including more recently searching for signs of Beyond Standard Model (BSM) theories. The LHC facilities comprises three more detectors: ATLAS [33], ALICE [120] and LHCb [121].

At the LHC the protons ${ }^{1}$ bunches are accelerated in a 27 km radius collision ring, reaching up to a luminosity of $2 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ (Figure 4.1 shows the increasing values of luminosity over the time of operation of CMS), when they collide in the CMS detector. Collisions at the CMS detector take place every 25 ns , or at a frequency of 40 MHz , and since the bunches are collimated and composed of $\sim 10^{11}$ protons many $p p$ interactions happen in a collision, the number of such interacions is known as pileup. In order to be able to differentiate which particles being produced belong to each specific hadrons' collision, a detector with high granularity, low occupancy and fast and efficient reconstruction of the particle tracks and parameters is required. The CMS detector is described in the coordinate system shown in Figure 4.2 by $(\rho, \eta, \phi)$, where $\eta$ is the pseudorapidity, defined as $\eta=-\ln \left(\tan \left(\frac{\theta}{2}\right)\right)$ and the CMS solenoid magnetic field points in the $+z$ direction.

To retrieve as much information about the processes taking place at the collisions as possible, the CMS detector is composed of several components, each one dedicated to specific tasks of the events' reconstruction. The detector is embedded in a magnetic field of 3.8 T which bends the charged particle tracks, aiding the identification and momentum reconstruction of these. The innermost subdetector is the Tracker System, responsible for identifying charged particle tracks from the

[^1]
## CMS Integrated Luminosity Delivered, pp



Figure 4.1: CMS integrated luminosity delivered from runs of 2010 to 2018. Retrieved from CMS Public Results.

$$
\eta=-\ln \left(\tan \left(\frac{\theta}{2}\right)\right)
$$

Figure 4.2: CMS detector coordinates system. The colliding beams travel in the $z$ direction and the angular coordinates $\theta$ and $\phi$ range through $[-\pi, \pi]$ and $[0,2 \pi]$, respectively. $\rho$ represents the radial coordinate in the $z$ transverse plane $(x, y)$, while the pseudorapidity is related to $\theta$ by $\eta=-\ln (\tan (\theta / 2))$. The CMS solenoid magnetic field points in the positive $z$ direction.


Figure 4.3: CMS detector's components design and how particles interact with them [122].
signals left in the silicon elements of the tracker, determining among other properties, the particles' momentum. Following the tracker, an Electromagnetic Calorimeter (ECAL) is placed to interact with charged particles and photons, measuring their energy. Surrounding the ECAL the Hadronic Calorimeter (HCAL) is designed to interact and measure the energy of hadrons, thus is fundamental to study apparent missing transverse energy in the collision. Finally, the Muon Detector System is responsible for tracking and reconstructing with high precision the charges and momenta of the muons in the entire range of the CMS detector. The detector's layout can be seen in Figure 4.3.

### 4.1 Tracker System

The Tracker System is the inner subdetector of CMS, it surrounds the interaction point closely and is responsible to provide reliable and precise measurements of the trajectories of charged particles from the collision in LHC, also for reconstructing production vertices. A 3.8 T homogeneous magnetic field pervades the whole detector, generated by the CMS solenoid, bending the charged particles' trajectory
that are reconstructed. The detector is divided in two main components (Figure 4.4):

- Pixel Detector: based on hybrid pixel detectors, it provides measurements with higher granularity and is placed in the inner region of the Tracker (this description of the Pixel Detector refers to its design after the Phase-I Pixel Detector upgrade, further detailed in Subsection 4.1.1). It is divided in two main regions: the Barrel Pixel Detector (BPIX), composed of four cylindrical layers, ranging radially from 2.9 cm to 16.0 cm , providing high precision position measurements. And the Forward Disks (FPIX), using three disks detectors on each end of the detector, extending from $\pm 33.8 \mathrm{~cm}$ to $\pm 47.9 \mathrm{~cm}$ in $z$, furnishing higher $\eta$ coverage. The standard pixel size of the detector has area of $100 \times 150 \mu \mathrm{~m}^{2}$ and are $285 \mu \mathrm{~m}$ thick.
- Silicon Strip Detector: using silicon micro-strip as the sensor elements it is located after the pixel detector and extends radially from 20 cm to 116 cm [119]. It is subdivided in three regions: the Tracker Inner Barrel and Disks (TIB/TID) provide $4 r-\phi$ measurements from the cylindrical layers of the TIB and 3 from the TID, from each end, through $320 \mu \mathrm{~m}$ thick sensors. Surrounding it the Tracker Outer Barrel (TOB) is composed of six layers of silicon sensors of $500 \mu \mathrm{~m}$ thickness and supplies $6 r-\phi$ measurements. The Tracker EndCaps (TEC + and TEC - ) are located in the vicinity of all other Tracker components' $z$, extending to $\pm 282 \mathrm{~cm}$, and within each TEC 9 disks of $320 \mu \mathrm{~m}$ and $500 \mu \mathrm{~m}$ thickness furnish position measurements up to $|\eta| \sim 2.5$.

Due to the proximity with the interaction point, the radiation damage caused by the high flux of particles is an important constraint in the tracker design. At the same time the material budget - amount of material used in the detector must be kept as low as possible to prevent as much as possible multiple scattering effects and nuclear interactions of the particles of the event with the detector's material. The temperature is also monitored and maintained around $-10^{\circ} \mathrm{C}$ [119] in order for the silicon sensors and electronics function properly, avoiding effects of efficiency loss such as leakage current.

### 4.1.1 Phase-I Pixel Detector Upgrade

At the end of 2016, during LHC Run 2, a scheduled technical shutdown took place at the accelerator, lasting until April 2017. Since in the first Long Shutdown


Figure 4.4: Layout of the CMS Tracker System.
(LS1) a new beam pipe was installed in the detector, with a smaller diameter, it was possible to upgrade the innermost Tracker's component, the Pixel detector [123]. The number of layers and sensor modules were increased both in the barrel pixel detector and the forward disks, the Pixel Detector's layout before and after the upgrade are shown in Figure 4.5. The material budget was decreased in some regions and the efficiency of track reconstruction was maintained or increased, event at twice the instantaneous luminosity.

After the upgrade, an additional layer was added in the BPIX, closer to the interaction point. The four layers are located, in the radial coordinate, at 29 mm , $68 \mathrm{~mm}, 109 \mathrm{~mm}$ and 160 mm ; further characteristics of the layers are given in Table 4.1. The FPIX had its number of layers increased as well, a third layer of sensors was installed, and each ring was divided into two: the inner and outer ring, increasing the number of modules and the $\eta$ coverage. This way, when reconstructing particle tracks, we can have an additional hit from the pixel detector closer to the vertex, improving our reconstruction efficiency. A side effect of the inner layer (L1) being closer to the interaction point is that it is degraded more rapidly over time and demands maintenance more frequently in order to maintain its proper function, since it receives more radiation from the collision.

With more layers in the detector, more material is used if the same material and design is used, increasing the probability of interaction and multiple scattering effects of the target particles and the detector's material, reducing the tracking and reconstruction efficiencies. To overcome these problems in the Phase-I upgrade the

|  | BPIX |  |  |
| :--- | :---: | :---: | :---: |
| Layer | Radius (mm) | $z$ position (mm) | Number of modules |
| L1 | 29 | -270 to +270 | 96 |
| L2 | 68 | -270 to +270 | 224 |
| L3 | 109 | -270 to +270 | 352 |
| L4 | 160 | -270 to +270 | 512 |
|  |  | FPIX |  |
| Disk | Radius (mm) | $z$ position (mm) | Number of modules |
| D1 inner ring | $45-110$ | $\pm 338$ | 88 |
| D1 outer ring | $96-161$ | $\pm 309$ | 136 |
| D2 inner ring | $45-110$ | $\pm 413$ | 88 |
| D2 outer ring | $96-161$ | $\pm 384$ | 136 |
| D3 inner ring | $45-110$ | $\pm 508$ | 88 |
| D3 outer ring | $96-161$ | $\pm 479$ | 136 |

Table 4.1: Dimensional parameters of the Phase-I Pixel detector components.
materials used in the Pixel detector were substituted by lower density carbon-fiber materials, and lighter cooling systems. Likewise, the electronics were placed at higher pseudorapidity, out of the Tracker acceptance region, resulting in a similar material budget for the central region, and decreasing it for $|\eta|>1$.

Achieving higher luminosity and increasing the number of silicon sensors in the detector claims a higher demand for the electronics to process higher rates of hits. The new design of silicon sensors and the readout chips (ROCs) allowed higher rates of processing, higher radiation tolerance, faster hit transfer from pixels to the periphery while maintainig the single-pixel hit efficiency.

### 4.1.2 Hit Reconstruction

When dealing with track reconstruction, a fundamental component of this task is the hit. While in Subsection 5.1.3 the hits are treated as the outputs of the detector generated by a charged particle passing through it, the objective here is to analyze how they are reconstructed. The Pixel detectors are composed of modules containing $160 \times 416$ pixel cells, each pixel cell has a photosensor that is sensitive to electromagnetic radiation and transistors to amplify the electric signals. Silicon Strip Trackers are composed of strips through which the passage of charged particles leaves a signal, that are later on matched to singular tracks. However, the hits' acquisition process involves some intricacies, such as detector malfunctions, the interactions of the particle with the detector's material and the Lorentz drift caused by the detector's magnetic field. Concerning these complications, the hit


Figure 4.5: Layout of the CMS Pixel detector before and after the Phase-1 Pixel upgrade.
object in the experiment's software stores information about its acquisition, for example the detector, sub-detector, layer where the hit was reconstructed, and a classification of the hits is made [124]:

- Valid The detector is functioning properly, and a hit was found;
- Missing Detector is functioning properly, but it was expected to find a hit in the layer and there is no hit, thus based on the information from other layers a hit is created ad hoc;
- Inactive Detector is off, nothing to do about it;
- Bad Many bad sensors malfunctioning near it.

What is relevant to our analysis are the Valid Hits, when they were reconstructed properly in a region where the detector was functioning with no problems.

The high-density of pixel sensors in the innermost Tracker component (more than 1,800 silicon sensor modules summing up more than $10^{8}$ pixels with di-
mensions $100 \times 150 \mu^{2}$ ) [123] demands a fast algorithm to determine the hits' positions while the experiment is running in order to provide it to the Tracker, crucial for the Trigger System for example. To determine a hit's position there are different approaches for the Pixel and the Silicon Strip detectors.

## Pixel's Hit Reconstruction

The reconstruction of hits occurs in two steps: the local reconstruction when the sensors determine relative to its local coordinates (usually the height and length of the sensor) where the charged particle traversed it, and the global reconstruction when the track and its hits are converted to global coordinates ( $\rho, \eta, \phi$ ). In the local reconstruction of pixel sensors, the number of pixels fired by a passing particle are used to estimate the amount of charge deposited in the pixel layers, determining the charge width, and then the geometrical position of the hit. Effects such as the Lorentz drift due to the magnetic field are also taken into account when estimating the hits' positions.




Figure 4.6: Local coordinates of a silicon element $(u, v, w)$ with its respective rotation angles $(\alpha, \beta, \gamma)$ (left panel), and the illustration of local track angles $(\psi, \zeta)$ [125].

Due to the high level of radiation exposure of the inner tracker, its components are degraded over time, affecting its proper function and efficiency, leading to errors up to $50 \mu \mathrm{~m}$ in each sensor direction [126]. In order to refine the hits' reconstruction precision, in the final track fit more precise algorithms are needed, such as template-based hit reconstruction, in which a simulation of the sensors deterioration and the effects in the detected charges are used to better estimate hits' position [127].

The translation of the local to coordinates is crucial to the performance of the tracker, errors in this conversion propagate to all further processes of tracks reconstruction. To guarantee a reliable conversion, different methods are used: internal alignment of the components of the different subdetectors (adjusting the
relative positions and angles of the modules with each other), measurements of the TOB alignment to the beam axis (and thus the alignment of the other subdetectors to the TOB), calibration of the components of the tracker [125].

## Silicon Strip's Hit Reconstruction

In the Silicon Strip Detector, strip signals are accepted as signals of hits based on the amount of charge detected exceeding the sensor's noise, also the thresholds of charge to cluster strips are made this way. Like the algorithms of the Pixel, the position of the hits are determined based on the charge distribution, charge width, of the clusters.

The Silicon sensors are divided between thicker sensors, with width of $500 \mu \mathrm{~m}$ which are found in more external Tracker regions (TOB and outter rings of TEC), and thinner sensors, with width of $320 \mu \mathrm{~m}$ (TIB/TID and inner rings of TEC). Beyond the correction of the positions based on the Lorentz drift, the $500 \mu \mathrm{~m}$ sensors also pass through a correction of its position in the direction perpendicular to the sensor active area due to the inefficiency of the back-plane sensor. In this sensor, the charge is poorly collected in the back-plane due to the narrow window of time in which the signals must be sent and the sensor active before the next event takes place, $\sim 25 \mathrm{~ns}$.

### 4.2 Electromagnetic Calorimeter

The Electromagnetic Calorimeter is a homogeneous subdetector, meaning that all of its volume is composed of sensitive material, responsible for detecting photons and electrons. It is composed of more than $70,000 \mathrm{PbWO}_{4}$ (lead tungstate) crystals and is divided in two components, the central barrel, in which most of the crystals are mounted, and two endcaps closing it. Using high density crystals $\left(8.28 \mathrm{~g} / \mathrm{cm}^{3}\right)$ allows the detector to have a fine granularity, be fast, compact and radiation resistant, all essential needs in this kind of environment. Preceding the ECAL endcaps preshower detectors are installed in order to avoid the misreconstruction of two photons emerging from a decaying pion with small difference in angle as a single high energy photon. The preshower detectors have much finer granularity with detector strips and thus can tag the two distinct photons.

In addition to the high density of $\mathrm{PbWO}_{4}$ crystals, they present short radiation length $(0.89 \mathrm{~cm})$, the mean free path of a high-energy electron to lose all its energy
except $1 / e$, and a small Molière radius ( 2.2 cm ), the radius of a cylinder containing around $90 \%$ of the energy of a shower, creating a fast, efficient and compact calorimeter. Regarding the luminescence of the material it is also a fast scintillator, the crystals' scintillation decay time is around 25 ns , thus compatible with the time between the bunches crossing. The crystals emit a blue-green scintillation light, most of it around 420 nm . In order to operate properly and maintain the energy resolution of the calorimeter during the lifetime of the experiment, the temperatures are strictly monitored and kept at $12{ }^{\circ} \mathrm{C}$ in the barrel and $-5^{\circ} \mathrm{C}$ in the endcaps [128].

The ECAL barrel covers the pseudorapidity range up to $|\eta|<1.48$ and $360^{\circ}$ in $\phi$. The crystals are grouped in arrays of $2 \times 5$, called submodules, then 400 or 500 submodules compose a module and finally a supermodule contains 4 modules. Each half of the barrel groups 18 supermodules, summing up to 61,200 crystals in the ECAL barrel. The endcaps cover $1.48<|\eta|<3.0$ and crystals are grouped in supercrystals, composed of $5 \times 5$ crystals, arranged in two halves for each endcap in a D-shaped layout, called Dee.

Attached to the $\mathrm{PbWO}_{4}$ crystals are the photodetectors, responsible for detecting the emitted light by the crystals when particles pass through it. Moreover, the photodetectors must amplify the signals since the amount of scintillating light is small. Such detectors must tolerate high doses of radiation, be fast on the signal processing, and must operate properly under the longitudinal 3.8 T magnetic field. Due to the different levels of radiation and magnetic field, two types of photodetectors are used in the ECAL: avalanche photodiodes (APDs) in the barrel and vacuum photodiodes (VPTs) in the endcaps. APDs have an active area of $5 \times 5 \mathrm{~mm}^{2}$ and are mounted in pairs at each crystal. In addition to sensitivity to the scintillating light of the crystals, the photodetectors must be insensitive to particles traversing crossing them (nuclear counter effect), the APDs' sensitivity to particles traversing it is equivalent to 100 MeV deposited in the $\mathrm{PbWO}_{4}$. VPTs have lower quantum efficiency and gain of the signals, but have larger active areas, $280 \mathrm{~mm}^{2}$.

### 4.3 Hadronic Calorimeter

While the ECAL is an homogeneous calorimeter, meaning that all of its volume is composed of active medium sensitive to particles traversing it, the Hadronic Calorimeter (HCAL) is a sampling calorimeter. So, instead of only active medium


Figure 4.7: Electromagnetic calorimeter photodetectors mounted on the $\mathrm{PbWO}_{4}$ crystals. In the left panel an avalanche photodiode (ADP), present in the ECAL barrel, and in the right panel a vacuum photodiode(VPD), used in the ECAL endcaps. Retrieved from [119].
it also has absorber layers, but it is important to notice that both calorimeters are hermetic. The HCAL is divided in four major sections: the HCAL Barrel (HB) covering the pseudorapidity range $|\eta|<1.3$; both calorimeter Endcaps (HE) cover $1.3<|\eta|<3$; the Outer calorimeter (HO) also covers the central region, ensuring that better containment of hadron jets in $|\eta|<1.3$ and the Forward HCAL (HF) experiences the highest particle fluxes placed in the region of $3<|\eta|<5$.

Sampling calorimeters are classified according to their active medium, and HCAL uses different materials for different purposes of the subdetectors [129]. HB and HE use scintillation sampling calorimeters with plastic scintillators (organic active medium) and brass plates as the absorbers. The Outer calorimeter, which has the function to detect the tail of showers escaping the HB module, uses the same active material as the HB and HE , but as the absorber it uses the steel return yoke and magnet material of the CMS [130]. HF is a Cherenkov calorimeter and uses radiation hard components, by the necessity to survive the harsh conditions of its location: steel as absorbers and quartz fibers as the active medium. It can measure hadronic jets of energies up to the TeV scale by detecting the Cherenkov light emitted by the particles in the quartz fibers.

### 4.4 Muon Detector System

The outermost subdetector of CMS is the Muon Detector System, a spectrometer specialized in muons detection and reconstruction due to this particle importance in the experiment. The high mass of muons $-\sim 106 \mathrm{MeV}-$ implies in very


Figure 4.8: Layout of the hadron calorimeter with constant pseudorapidity lines, retrieved from [119].
low loss of energy due to Bremsstrahlung radiation, and since it is a lepton it is not stopped in the HCAL. Its mean lifetime of $\sim 2 \mu$ s allows the particle to travel enough to reach the outer layers of the CMS detector in the typical energies of the collisions. Muons play a fundamental role in the Higgs bosons detection through the decay channel $H \rightarrow Z Z / Z Z^{*} \rightarrow 4 \mu$, known as golden plate events.

The detector is divided in two regions: the barrel region, covering $|\eta|<1.2$, and two identical endcaps in $1.2<|\eta|<2.4$. It uses gas ionization to detect muons position and reconstruct its momentum and trajectory with three distinct detectors:

- Drift Tubes (DT): these detectors are used in the barrel region, where the magnetic field is generally uniform and below 0.4 T . The DT cells have an anode wire traversing it and cathode strips on the walls, such that when a muon travels through the ionized gas, the electrons generated are captured in the electrode strips and the position in the plane perpendicular to the wire can be determined.
- Cathode Strip Chambers (CSC): used in the endcaps, where a non-uniform magnetic field up to 3 T can be encountered. CSC are multiwire chambers, composed of 6 anode wires and 7 cathode panels interleaved [119]. When the
charged particle pass through the chamber, an avalanche is created relative to one of the wires, but charges are induced in every cathode plates, thus allowing the localization of the particle.
- Resistive Plate Chambers (RPC): RPCs are fast dedicated muon detectors, installed both on the barrel and the endcaps. These detectors can tag the time of an ionising event in less than 25 ns , the time gap between two consecutive bunches crossing, although their spatial resolution is lower than DTs and CSCs. The RPCs consist of two parallel plates made of a high resistivity material with a gaseous mixture between the plates. A passing muon creates an avalanche of electrons that are detected in metallic strips that surround the chambers.


Figure 4.9: Layout of a quadrant of CMS detector, with the Muon Detector's design and location of DTs, CSCs and RPCs.

### 4.5 Precision Proton Spectrometer

The Precision Proton Spectrometer (PPS) [131] is, after joining with the TOTEM collaboration, a subdetector of CMS. It has been active since 2016 and searches
for central exclusive production (CEP) events, $p p \rightarrow p X p$ where $X$ is produced at central rapidities, while the protons do not dissociate and do not leave the beam pipe, carrying a fraction of its initial momentum. In order to reconstruct such events, the magnetic spectrometers are placed in very forward regions on both sides of CMS, located at $\sim 210 \mathrm{~m}$ from the interaction point (IP5). PPS consists of proton silicon strip trackers (approximately $4 \mathrm{~cm}^{2}$ coverage in each arm) and timing detectors (reaching a stable time resolution of 10 ps so far), allowing full kinematic reconstruction of $X$, by efficiently reconstructing the proton' tracks, masses and momentum, as well as the longitudinal coordinate $(z)$ of the production vertex, aiding the pileup rejection.

The Tracker's detectors are inserted horizontally into the beam pipe in Roman Pots (RPs), movable devices that enable the tracker to stay a couple mm away from the beam pipe, while not interfering with other aspects of the accelerator. The layout of PPS detectors is shown in Figure 4.10, the horizontal box-shaped RPs are equipped with the Tracker's detectors at 203.8 m and 212.6 m from IP5, and its strip sensors provide spatial resolution of about $12 \mu \mathrm{~m}$ [132]. In total, PPS uses 144 pixel readout chips and $\sim 200$ timing readout channels.


Figure 4.10: Layout of the PPS detectors in the 210 m region after it was installed in 2016 during long shutdown 1 (LS1). Timing detectors are placed in the cylindrical Roman Pots, while the box-shaped Roman Pots (RPs) are equipped with pixel detectors to reconstruct proton trajectories and measure its displacement with respect to the beam. Retrieved from [131].

PPS setting allows the search of CEP events with the invariant $X$ mass in the range of 350 GeV to 2 TeV (an upgrade of PPS for the HL-LHC will probably extend this windows to 50 GeV until 2.7 TeV [133]) when both protons are detected in the arms. In the scope of CEP events, PPS can shed light to better understand SM processes, involving the production of jets, $W^{ \pm}$and $Z^{0}$ bosons, the Higgs boson, and also in a wide variety of direct and indirect BSM searches [133]. In particular, the use of forward protons has been proposed to perform searches of missing momentum recoiling against the protons [134], a possible direct detection
of Dark Matter production. Figure 4.11 shows schematics production channels of BSM particles that leave no signal in CMS subdetectors.


Figure 4.11: Diagrams of central exclusive production of dark matter particles (left) and a invisible particle associated with a $Z$ boson (right).

### 4.6 Trigger System

With the LHC $p p$ collisions reaching up to $\sqrt{s}=13 \mathrm{TeV}$ and luminosity at the order of $2 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, the collisions rate exceeds 1 GHz , an extremely high amount of data to be processed and stored. The trigger system is responsible for selecting, from all the detected $p p$ interactions, which events are physically relevant to be stored for further analysis, reducing the rate of data acquisition from the GHz scale to kHz [135], a selection reducing 5 orders of magnitude of the frequency.

To accomplish this tremendous task, the trigger is divided in two stages: Level1 Trigger (L1) and High-Level Trigger (HLT). The L1 Trigger is implemented in hardware using FPGA technology and reduces the output rate to a maximum of 100 kHz , a rate reduction of $\sim 10^{3}$, to the HLT. L1 uses energy deposits in the calorimeter trigger towers as well as hit patterns in the muon chambers to select events including objects such as electrons, photons, jets or missing transverse energy. The informations from the different subdetectors are first analyzed separately and if they pass adjustable constraints are evaluated together in the global trigger (GT) that decides if the event should be accepted and passed to the HLT, all this within $4 \mu \mathrm{~s}$ after each collision.

The HLT refines further the selection of events using the full precision of the data collected by the detectors and reconstruction algorithms similar to those
developed for offline usage, reaching an output rate of a maximum of $1 \mathrm{kHz}^{2}$ [136] for offline storage. The HLT runs in a computing center located near the CMS detector, known as High-Level Trigger Farm, containing approximately 13,000 CPU cores, spending about 175 ms per event [135].

### 4.7 Event Reconstruction

As can be seen in Figure 4.3, different types of particles interact in different way with the CMS detector. In this way, particles generate diverse signatures that are taken into account when the events are reconstructed:

- Muon: Being a charged particle, a track is expected in the Silicon Tracker and in the Muon Chambers;
- Electron: A track is expected in the Silicon Tracker, an energy deposit in the ECAL compatible with the direction of the track, with no deposits in the HCAL or tracks in the Muon Chambers;
- Charged hadron: A track associated with deposits of energy in the ECAL and HCAL is searched, but no signals in the Muon Detector;
- Neutral hadron: An energy cluster in the HCAL, but neither associated tracks in the Silicon Tracker and Muon Chambers nor energy deposits in the ECAL;
- Photon: Energy cluster in the ECAL and no more signals in the other detectors.

Neutrinos and exotic non-interacting particles are not directly detected in the CMS, their presence is inferred from the missing transverse momentum of the event (Section 3.4). After the event is reconstructed, since the protons have very little momentum in the $\rho-\phi$ plane, the sum of the transverse momentum after the collision must sum up to 0 , with an associated uncertainty. If the sum of the transverse momenta of the reconstructed particles gives a different value, there is a missing momentum that can be attributed to neutrinos ${ }^{3}$, as well as exotic non-interacting particles beyond the Standard Model predictions.

[^2]The events' reconstruction is performed using information from all subdetectors and is always trying to balance background rejection, efficiency and reconstruction time. Background rejection is important since we cannot store every event generated in the collider, requiring a selection of the most interesting ones, the role of the Trigger System. Efficiency and reconstruction time are deeply related, in principle we can reconstruct almost all particles of all events, achieving close to $100 \%$ efficiency, but it costs a lot of processing time. When analyses are performed by the CMS collaboration, the events are reconstructed offline with stored collision data. However, when the Trigger System is running online, while the experiment is taking data, the event reconstruction time is strictly limited, the latency budget at the L1 Trigger is $4 \mu \mathrm{~s}$ and at the HLT it is 175 ms , thus requiring a balance of efficiency, background rejection and reconstruction time.

To reach all these needs, all subdetectors of CMS must be fast and efficient. In particular we focus this project in studying the role of the Tracker System in event reconstruction, specifically to reconstruct and identify disappearing tracks' signatures.

## Chapter 5

## Track Reconstruction Basics

At particle detectors we can not detect dark matter directly, since they do not interact through electromagnetism nor by nuclear interactions. We can obtain an approximation of the expected flux of dark matter in the collider as indicated by Profumo [72]. First we find an expression for the flux of dark matter in the LHC assuming an isotropic production, at distance $R$, as a function of the total cross-section of the dark matter pair production $\sigma_{L H C}=\sigma(p p \rightarrow \chi \chi \rightarrow$ anything $)$, where $\chi$ is a dark matter particle.

Recalling the expression which relates the number of interactions per second $d R / d t$ and the luminosity of the colliding beams ${ }^{1}$

$$
\begin{equation*}
\frac{d R}{d t}=\mathcal{L} \sigma_{L H C} \tag{5.1}
\end{equation*}
$$

where $R$ is the number of collisions (thus $d R / d t$ the number of collisions per unit time). Our calculation is relative to the reaction $p p \rightarrow \chi \chi \rightarrow$ anything, so for each collision we get two DM particles $\chi$. And as we are considering an isotropic flux of DM

$$
\begin{align*}
& \Phi_{\chi(L H C)}=\frac{\# \chi}{\Delta t \cdot \Delta A} \\
& \Phi_{\chi(L H C)}=\left(2 \mathcal{L} \sigma_{L H C}\right) \frac{1}{4 \pi R^{2}} \\
& \Phi_{\chi(L H C)}=\frac{\mathcal{L} \sigma_{L H C}}{2 \pi R^{2}} \tag{5.2}
\end{align*}
$$

where $\Phi_{\chi(L H C)}$ is the flux of DM at the LHC, $\Delta t$ is the time interval and $\Delta A$ the area being considered to calculate the flux in the detector.

Assuming $m_{\chi}=100 \mathrm{GeV}$, a weak-interaction cross section $\sigma_{L H C}=G_{F}^{2} m_{\chi}^{2}$ and the expected peak instantaneous luminosity of the HL-LHC $\mathcal{L}=5 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$

[^3]$$
\Phi_{\chi(L H C)}=\frac{\mathcal{L} \sigma_{L H C}}{2 \pi R^{2}}(\hbar c)^{2}=4.6 \times 10^{-6} \mathrm{~cm}^{-2} \mathrm{~s}^{-1} .
$$

The galactic flux of dark matter at Earth assuming its density $\rho_{D M}(r)=$ $0.3 \mathrm{GeV} / \mathrm{cm}^{3}$ and $v=220 \mathrm{~km} / \mathrm{s}$ the velocity at which the planet, and the Solar System, orbits around the center of our galaxy, the Milky Way:

$$
\Phi_{\chi(\text { Galactic })}=\frac{\rho_{D M}(r) \cdot v}{m_{\chi}}=6.6 \times 10^{4} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}
$$

comparing both fluxes, we conclude that

$$
\frac{\Phi_{\chi(\text { LHC })}}{\Phi_{\chi(\text { Galactic })}} \approx 10^{-10}
$$

a negligible low flux, even if we were considering that our detector had the adequate apparatus to detect dark matter particles, would be hopeless to search for dark matter produced in our collider if the spectrum of galactic DM is similar to the collisions generated fluxes.

In the scope of this project, we search specifically for dark matter produced together with long-lived particles (LLP). One possible sign of a dark matter + charged LLP signature can be a reconstructed charged particle (a track) recoiling against undetected particles in the detector; another possible signature that can be related to dark matter + LLP is the detection of a displaced vertex, representing the decay of a neutral LLP (Figure 5.1). In the transverse plane of the collision, the beamspot (the reconstructed region where the proton beams collide throughout the Runs) is of the order of $\mu \mathrm{m}$ away from the reconstructed vertex. For smaller distances, the experimental signal becomes harder to distinguish from background b quark jets.

### 5.1 Kalman Filter

Tracks are reconstructed at CMS through an algorithm based on the Combinatorial Kalman Filter (CKF) called Iterative Tracking. The main idea of it is to reconstruct first easier to track particle trajectories such as high- $p_{T}$ prompt tracks and ignore the associated hits in the next iteration. That way we reduce the complexity of reconstruction of tracks of low $p_{T}$ and with displaced vertex [137].

In 1960 R.E. Kalman published a paper named A New Approach to Linear Filtering and Prediction Problems [138] in which he presents a recursive solution to the


Figure 5.1: Schematic representation of signatures of long-lived particles in the CMS detector. The left panel shows a neutral LLP (dashed black) decaying to charged particles (blue), producing a displaced vertex; the right panel a charged particle (blue) recoiling against a neutral LLP (dashed black) and a low momentum charged particle (red) that is not detected.
discrete-data filtering problem. This work revolutionized the control theory field and since then has been implemented in myriad problems, from aerospace [139, 140] to finance [141], with an excellent record of successes. At the CMS experiment we have another example of Kalman filter implementation, regarding particle tracks finding and fitting problems.

In practice, we can think of the Kalman Filter as a weighted averaging procedure that has a smaller error than both our measurements and predictions separately.

### 5.1.1 Definition

From what follows the discussion and derivation of the Kalman Filter, I follow the structure of Gelb's book [142]. Consider a discrete linear dynamic state given by state vectors $\hat{x}_{k}$,

$$
\begin{equation*}
x_{k}=\boldsymbol{\Phi}_{k-1} x_{k-1}+v_{k-1} \tag{5.3}
\end{equation*}
$$

where the subindex $k$ indicates the time $t_{k}$ being considered, $\boldsymbol{\Phi}_{k-1}$ indicates the matrix of our dynamic model, which relates a posterior state vector to its previous one, and $v_{k-1}$ is a white sequence (random, uncorrelated sequence with zero mean) of covariance $\mathbf{Q}_{k-1}$.

Measurements $z_{k}$ are taken as linear combination of the state vectors with intrinsic uncorrelated noise, and we write

$$
\begin{equation*}
z_{k}=\mathbf{H}_{k} x_{k}+w_{k} \tag{5.4}
\end{equation*}
$$

where $\mathbf{H}_{k}$ is the measure matrix at a time $t_{k}$ and $\hat{w}_{k}$ another uncorrelated noise variance (zero mean and covariance $\mathbf{R}_{k}$ ) corrupting the measurements.

The Kalman filter procedure takes place in two different steps. The first one is the Prediction Step and it will predict the forward state vector estimate $\hat{x}_{k+1}(-)$, also called the prior estimate; the subsequent is the Update Step uses the measurements to enhance the state vector prediction to $\hat{x}_{k+1}(+)$. These steps are done in the following linear recursive way

$$
\hat{x}_{k+1}(+)=\mathbf{K}_{k+1}^{\prime} \hat{x}_{k+1}(-)+\mathbf{K}_{k+1} \hat{z}_{k}
$$

where the matrices $\mathbf{K}_{k+1}^{\prime}$ and $\mathbf{K}_{k+1}$ are updated at every step. If we impose $\hat{v}_{k}$ and $\hat{w}_{k}$ to be gaussian the Kalman filter is the optimal filter to the problem. Otherwise, it is the optimal linear filter [138].

Now if we set the expected value of $E\left[w_{j} v_{k}^{T}\right]=0$ for all $j, k$ it is possible to derive the Kalman filter by optimizing the assumed form of the linear estimator [142]. We can summarize the Kalman filter, under the assumptions made above, as a describing model given by Equation 5.3 and 5.4 with initial conditions given by the expected values $\mathrm{E}[x(0)]=\hat{x}_{0}$ and $\mathrm{E}\left[\left(x(0)-\hat{x}_{0}\right)\left(x(0)-\hat{x}_{0}\right)^{T}\right]=\mathrm{P}_{0}$, the Prediction Step is

$$
\begin{array}{lr}
\hat{x}_{k}(-)=\Phi_{k-1} \hat{x}_{k-1}(+) & \text { (State Estimate Extrapolation) } \\
\mathrm{P}_{k}(-)=\Phi_{k-1} P_{k-1}(+) \Phi_{k-1}^{T}+\mathbf{Q}_{k-1} & \text { (Error Covariance Extrapolation) }
\end{array}
$$

and the Update Step

$$
\begin{array}{cr}
\hat{x}_{k}(+)=\hat{x}_{k}(-)+\mathrm{K}_{k}\left[z_{k}-\mathbf{H}_{k} \hat{x}_{k}(-)\right] & \text { (State Estimate Update) } \\
P_{k}(+)=\left[1-\mathbf{K}_{k} \mathbf{H}_{k}\right] P_{k}(-) & \text { (Error Covariance Update) } \\
\mathbf{K}_{k}=P_{k}(-) \mathbf{H}_{k}^{T}\left[\mathbf{H}_{k} P_{k}(-) \mathbf{H}_{k}^{T}+\mathbf{R}_{k}\right]^{-1} . & \text { (Kalman Gain Matrix) }
\end{array}
$$



Figure 5.2: Robot travelling in a corridor taking measurements of its position.

### 5.1.2 Simple 1D Implementation

In order to better understand the core principles of the Kalman filter and the guidelines to implement it, consider for example a robot travelling through a straight corridor, with an approximate constant velocity $\vec{v}=(1 \mathrm{~m} / \mathrm{s}) \vec{n}(\vec{n}$ is a versor in the direction of the motion). A priori we have a completely determined state vector representing our particle given by its position at any time $t$. We can write it as $\vec{x}(t)=\vec{v}(t) \Delta t$ where $\Delta t$ is the elapsed time since the particle was at the origin of our coordinate system, and its constant velocity $\vec{v}(t)=\vec{v}=(1 \mathrm{~m} / \mathrm{s}) \vec{n}$. But when we are considering a real system we will always have an error associated with our description of the actual physical state and its properties.

As the robot travels in the corridor it takes measurements of its position (relative to the origin where we set its position and time equal to 0 ) every second, and of course they will also have an error associated with them. So, once we have gathered the measurements of the robot we can implement the Kalman Filter. What we are looking for in this problem is to obtain a function of the time that will return the position of the robot at a given time $x(t)$. From our knowledge of the experiment we construct a prediction $\hat{x}(t)$ representing what we expect to happen based on our ansatz: the robot starts at position $x(t=0)=0$ and travels at constant velocity $v=1 \mathrm{~m} / \mathrm{s}$. Together with our prediction remember we also have an associated error $h(t)$. And from our robot sensor we obtain measures of its position $z(t)$ with its error $r(t)$.

Using the derivation from the Prediction and Update of Subsection 5.1.1 steps can be written as follows:

Prediction

$$
\begin{aligned}
x_{t} & =x_{t-1}+v \Delta t \\
h_{t} & =h_{t-1}+\Delta t^{2} \cdot h_{t}^{v}+q_{t}
\end{aligned}
$$

(Predicted state estimate)
(Associated uncertainty)

Update

$$
\begin{aligned}
k_{t} & =\frac{h_{t}}{h_{t}+r_{t}} \\
x_{t}^{\prime} & =x_{t}+k_{t}\left(z_{t}-x_{t}\right)
\end{aligned}
$$

$$
q_{t}^{\prime}=p_{t}\left(1-k_{t}\right) \quad \text { (Updated uncertainty of the state estimate) }
$$

the subscript $t$ represents the value of the variables at time $t$, meaning the same as $(t)\left(x(t)=x_{t}\right)$, and their definitions are:

- $x_{t}$ Predicted state estimate
- $v_{t}$ Velocity
- $\Delta t$ Time interval between two steps
- $h_{t}$ Uncertainty of the predicted state estimate
- $h_{t}^{v}$ Uncertainty of the velocity estimate
- $q_{t}$ Process Noise Variance
- $z_{t}$ Observation/measurement of the true state of $x_{t}$
- $r_{t}$ Measurement uncertainty
- $k_{t}$ Kalman gain
- $x_{t}^{\prime}$ Updated state estimate
- $h_{t}^{\prime}$ Updated variance of the state estimate

The Prediction Step is composed of two simultaneous parts. The predicted state estimate is simply our linear model of propagation at constant velocity, the previous position $x_{t-1}$ plus the travelled distance until the prediction $v \Delta t$. The associated uncertainty sums the uncertainty to the previous position $h_{t-1}$ with the process noise variance $q_{t}$, intrinsic uncertainties of the model [143], and the expectation of variance $\Delta t^{2} \cdot h_{t}^{v}$.

To obtain the expectation of variance we use the definition and properties of the expectation $E$ and the variance $V$ of a random value $X$ [144]:

$$
E(X)=\mu_{X} \quad V(X)=E\left(X^{2}\right)-\mu_{X}^{2}
$$

$\mu_{X}$ being the mean value of $X$. Using the linearity of the expectation together with our model's position function $x(t)=v \Delta t$ we get to the result:

$$
\begin{array}{rlr}
E(V(x)) & =E\left(E\left(x^{2}\right)-\mu_{x}^{2}\right) & \\
& =E\left(E\left(v^{2} \Delta t^{2}\right)-\mu_{x}^{2}\right) & (v \text { and } \Delta t \text { are constant }) \\
& =E\left(v^{2} \Delta t^{2}-\mu_{v}^{2} \Delta t^{2}\right) & \left(x=v \Delta t \Leftrightarrow \mu_{x}=\mu_{v} \Delta t\right) \\
& =\Delta t^{2}\left(v^{2}-\mu_{v}^{2}\right) & \\
& =V\left(v^{2}\right) \Delta t^{2} & \\
E(V(x)) & =\sigma_{v^{2}} \Delta t^{2} \equiv h_{t}^{v} \Delta t^{2} . &
\end{array}
$$

Moving forward to the Update Step, the Kalman gain acts as a weighted average of the system's prediction and measurements, which will encode the Filter's degree of "trust" in the data. $k_{t} \approx 1$ means less uncertainty in the prediction, $r_{t} \ll h_{t}$, therefore trusting more the measurements; on the other han $k_{t} \approx 0$ means less uncertainty in the measurements, $h_{t} \ll r_{t}$ and conversely the Filter trusts the predictions more. Being a weighted average implies that the Filter will always put its final state someplace between our prediction and measurement, in general being more accurate with respect to the physical state.

The last two steps of the Update step consist in implementing the average we just talked about to the position and uncertainties, respectively to Update of the state estimate and Update uncertainty of the state estimate. We can check explicitly that the Kalman gain values being 1 recovered trusting in measurements and 0 trusting the predictions.

Back to the robot, to illustrate how these concepts tie together and appear on the Kalman filter implementation let's look at how the prediction, measurement and the final updated position after using the filter behave. Since this serves only as an example to develop some intuition of what happens in a Kalman filter I will use synthetic data.

First I will define $H_{t}=\Delta t^{2} \cdot h_{t}^{v}+q_{t}$ a "total" error of our prediction and give it a high value of $0.5 \rightarrow 50 \%$ error. I will also suppose our measurements have a high noise of $r_{t}=0.25 \rightarrow 25 \%$ error. The output of this scenario is shown in

Figure 5.3 analyzing 5 measurements of the robot and the respective predictions and filtered results. Table 5.1 contains the data described above.

| Time (s) | Prediction $(\mathrm{m})$ | Measurement $(\mathrm{m})$ | Kalman $(\mathrm{m})$ |
| :---: | :---: | :---: | :---: |
| 1 | $0.97 \pm 0.50 \mathrm{~m}$ | $1.11 \pm 0.25 \mathrm{~m}$ | $1.06 \pm 0.17 \mathrm{~m}$ |
| 2 | $2.17 \pm 0.67 \mathrm{~m}$ | $2.09 \pm 0.25 \mathrm{~m}$ | $2.11 \pm 0.18 \mathrm{~m}$ |
| 3 | $3.23 \pm 0.68 \mathrm{~m}$ | $2.81 \pm 0.25 \mathrm{~m}$ | $2.92 \pm 0.18 \mathrm{~m}$ |
| 4 | $4.30 \pm 0.68 \mathrm{~m}$ | $4.20 \pm 0.25 \mathrm{~m}$ | $4.22 \pm 0.18 \mathrm{~m}$ |
| 5 | $5.15 \pm 0.68 \mathrm{~m}$ | $4.80 \pm 0.25 \mathrm{~m}$ | $4.89 \pm 0.18 \mathrm{~m}$ |

Table 5.1: Time and the respective predictions, measurements and the Kalman filtered positions.


Figure 5.3: 1D Kalman filter for predictions with $H_{t}=0.5$ and noisy measurements with $r_{t}=0.25$. The blue points are the model predictions, the orange points are the measurements, and the red points are the filtered (prediction+measurement) results.

It can be seen explicitly in the figure that the red dots (Kalman filtered points) appear in between the predictions and the measurements, giving as result a "smoother" curve tracing the filtered points (and as already stated a more reliable description of the real physical system).

Similarly to the 1D Kalman filter implementation, we can extend it to 2D, assuming independent dynamics of the system in these dimensions, simply calculating the prediction and update steps for each coordinate.

### 5.1.3 Implementation for Curved Trajectories

When we are dealing with charged particles in the Tracker we willl have curved, circular trajectories in the transverse plane to the collision due to the Lorentz force.

The dynamical equations of motion are then derived as follows:

$$
\begin{align*}
\frac{d \vec{P}}{d t} & =q(\vec{v} \vec{B})  \tag{LorentzForce}\\
\frac{d(\gamma m \vec{v})}{d t} & =q(\vec{v} \vec{B}) \\
\frac{d \vec{v}}{d t} & =\left(\frac{q}{\gamma m}\right)(\vec{v} \vec{B}) \\
\frac{d \vec{v}}{d t} & =K(\vec{v} \vec{B})
\end{align*}
$$

where $\vec{B}$ was taken out of the time derivative since $\gamma(\vec{v}(t))=\gamma\left(v^{2}\right)$ and $v^{2}$ is constant once the magnetic field only changes the particle direction. Expressing it explicitly in polar coordinates, the natural choice when dealing with the cylindrical symmetry of the CMS detector

$$
\begin{gathered}
\frac{d \vec{v}}{d t}=K(\vec{v} \vec{b}) \\
\left(\ddot{r}-r \dot{\phi}^{2}\right) \hat{r}+(r \ddot{\phi}+2 \dot{r} \dot{\phi}) \hat{\phi}=K[(r \dot{\phi} B) \hat{r}-(\dot{r} B) \hat{\phi}] .
\end{gathered}
$$

When equalling both sides we end up with two differential coupled equations, the solution of which gives the dynamics of our charged particle. We solve it numerically with the 5th and 4th order Runge-Kutta algorithm (RK-45) ${ }^{2}$. The equations must be written as an Initial Value Problem to do so

## Master equations for particle propagation

$$
\begin{align*}
\frac{d \dot{r}}{d t} & =r\left(\dot{\phi}^{2}+K B \dot{\phi}\right) & \frac{d r}{d t}=\dot{r}  \tag{5.5}\\
\frac{d \dot{\phi}}{d t} & =(-\dot{r}) \frac{(2 \dot{\phi}+K B)}{r} & \frac{d \phi}{d t}=\dot{\phi}  \tag{5.6}\\
r(0) & =r_{0}, \quad \phi(0)=\phi_{0}, & \dot{r}(0)=\dot{r}_{0}, \quad \dot{\phi}(0)=\dot{\phi}_{0}
\end{align*}
$$

where $r_{0}, \phi_{0}, \dot{r}_{0}, \dot{\phi}_{0}$ are the initial conditions of the problem. In our case we will consider it at the origin of the coordinate system, where the bunches would cross.

For the purpose of our implementation, instead of simulating the whole CMS detector, we instead consider a simplified ("toy") detector model with only cylindrical layers, and consider only motion in the transverse plane of the detector.
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Figure 5.4: Circle of radius $R$ with center at $\left(r_{0}, \varphi_{0}\right)$ and a point of the circle at $(r, \theta)$.

Our toy detector is composed of 10 concentric layers, with distance of 1 cm from each other. To simulate the detector's uncertainty on detecting the hits, we generate the tracks, at a given $\phi$, and perturb their $\phi$ coordinate. Figure 5.5 shows a representative set of hits after reconstruction, where initial conditions were $r(0) \approx 0, \phi(0)=\frac{\pi}{4}, \dot{r}(0)=0.99 \mathrm{c}, \dot{\phi}(0)=0$ (we can not set $r_{0}=0-$ particles coming from the origin - since it is a pole of the equations of motion, so we set it to a sufficient small number).

After the Kalman filter procedure, we fit the filtered points of the track with a segment of circle passing through the origin, using the least squares method, and the correspondent radius of the fitted circle is plotted in the legend for each track. The general equation of a circle in polar coordinates with center at $\left(r_{0}, \varphi_{0}\right)$ and radius $R$ is given by

$$
\begin{equation*}
r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(\theta-\varphi_{0}\right)=R^{2}, \tag{5.7}
\end{equation*}
$$

where $(r, \theta)$ is an arbitrary point of the circle.
Since we are working with a toy model, we use another simplification here, setting the origin of our fit in the origin. In the CMS experiment, the interaction point is reconstructed using information of all subdetectors in order to accurately determine the production vertex of the event [145].

This assumption is expressed in Equation 5.7 equaling $r_{0}=R$

$$
\begin{gather*}
r^{2}-2 R r \cos \left(\theta-\varphi_{0}\right)=0 \\
\theta=\varphi_{0}+\arccos \frac{r}{2 R} . \tag{5.8}
\end{gather*}
$$

With Equation 5.8 we have a relation between the circle origin $\left(R, \varphi_{0}\right)$ and the points of the circle, which are in our problem the Kalman positions (the positions calculated by the Kalman filter procedure using the measurements and predictions as inputs) of the track being fitted. In order to determine the circle origin, we used the least squares ${ }^{3}$ approach, with the Kalman positions as input.

As the initial conditions, for the circle radius $R$, we use an approximation based on the sagitta. From the Pythagorean theorem, we can write

$$
\begin{aligned}
R^{2} & =L^{2}+(R-s)^{2} \\
& R=\frac{s}{2}+\frac{L^{2}}{2 s} \\
s & \ll R \rightarrow R \approx \frac{L^{2}}{2 s} .
\end{aligned}
$$



Based on the latter approximation that the track passes through the origin of our coordinate system, we set the value of $s$ as the distance between the fifth hit and the line that passes through the origin and the last track hit.

For the angle $\varphi_{0}$ of the circle, we have different initial conditions depending on the track curvature - clockwise direction when it is a positively charged particle, and anticlockwise when it is a negatively charged particle. When we are fitting a positive charge particle track, the initial condition is set to $\varphi_{0}=\frac{3 \pi}{2}$, because the data used in this study generates only particles with initial angle in the interval $0<\phi<\pi / 2$ (Subsection 5.2). When it is a negative charge particle track, the initial condition is $\varphi_{0}=\frac{3 \pi}{4}$.

To test our solution, we implemented the Kalman filter with the dynamical Equations 5.5 and 5.6, and the fitting procedure, using simulated data of particles (pions) with $p_{T}=0.9 \mathrm{GeV}, m=0.14 \mathrm{GeV}, q= \pm 1$ in a magnetic field of $B=20 \mathrm{~T}$ transverse to the plane of collision.

### 5.2 Data Set

1,000 events were generated to test our implementation, containing 15 pion tracks (with $\phi \in(0, \pi / 2)$ in order to simplify the fitting implementation) generated at the origin of the coordinate system each. From its production vertex the trajectory of the particle is calculated using the dynamical equations of motion.

[^5]Since we have their trajectories determined: the positions with radius (in polar cylindrical coordinates $(r, \phi, z)) r=1 \mathrm{~cm}, 2 \mathrm{~cm}, \ldots, 10 \mathrm{~cm}$, where the detectors are located, are selected.

Our interest is in the transverse plane, thus we ignore the $z$ axis for now. With the selected positions in the $(r, \phi)$-plane we perturb their $\phi$ coordinate to account for the uncertainty associated to the measurements of the detectors. Considering our ideal detector, with the highest granularity, calibration and alignment, we only use errors in the angular coordinate, for simplicity.

Given the values of mass and transverse momentum fixed for the pions, the radius of curvature of the particles can be calculated through the relation

$$
R=\frac{p_{T}}{0.003 q B}
$$

for $R$ in $\mathrm{cm}, p_{T}$ in $\mathrm{GeV}, q$ in elementary charge and $B$ in T. Once pions have charge $q= \pm 1 \mathrm{e}$ their tracks should have a curvature of $R=15 \mathrm{~cm}$.

Implementing the fitting of curved trajectories, and testing it on the database aforementioned for 15 tracks gave the results shown in Figure 5.5. The fitting was validated considering that the fitted tracks have reconstruction radius $R_{\text {found }} \sim$ 15 cm ,


Figure 5.5: Reconstruction of 15 tracks with Kalman filter of simulated measurements with $\sigma_{\phi}=0.01$. The legend gives the radius of the circle which fits the tracks and pass through the origin. Both axis and the reconstructed radius are in cm .

### 5.3 Implementation of Combinatorial Kalman Filter (CKF)

Hitherto, the Kalman filter technique was applied to a set of measurements we had the prior knowledge of knowing to which track each hit belonged. However, assigning hits to its respective particle (track) is part of the event reconstruction at CMS. For instance, the Trigger System (Subsection 4.6) performs a fast tracking of particles, using the events' data acquired by the subdetectors, in order to select interesting events to be stored.

The initial conditions of our problem now will be the positions and associated errors of measurements of all the hits of an event. Our task is to assign correctly the hits that belong to the same particle, thus properly reconstructing the track's parameters. The data used will maintain our previous constraint of the initial angle of the particle tracks between $[0, \pi / 2]$, in order to simplify technical issues, and there will be exactly 15 charged particle tracks per event.

Our approach to the problem consists of first: generate seeds of positions and velocities, since we write the particle dynamics as an Initial Value Problem, thus requiring initial conditions. In the CMS detector, the Pixel Tracking System, together with information from the Calorimeters, are used to construct track seeds.

Using the seeds as inputs in the dynamical equations, we can calculate the particles' trajectories, predicting in which points it would be detected in the detector's layers. From the tracks generated through this procedure, we expect a subset of them to be the correctly reconstructed particle tracks. Figure 5.6 shows schematically the seed, particle and track in the detector.

### 5.3.1 Seeds

To create seeds of positions and velocities given the hits of the event, we adopt a procedure inspired by the seed generator, using the first two layer hits, while CMS uses all hits from the pixel tracker. For each hit in the first, and innermost, layer, we trace a straight line passing through the origin and the hit. We then extrapolate the line to the second layer and search for hits near it. In this way, with two hits we define the velocity vector and have the positions to input in the equations of motion.

However, when we extrapolate the line to the second layer, we do not expect that a hit will be found exactly, since we know that charged particles have a curved


Figure 5.6: In red we have the particle ( $\pi^{+}$) trajectory which we want to reconstruct, in blue the reconstructed track, where the blue dots are the filtered measurements, and in green the seed, used as initial condition to generate the particle track.
trajectory inside the detector, and we need to account for the uncertainties both of our prediction and the detector. The way we work around this issue is by defining a tolerance distance from the prediction on the second layer, where it is probable that the hit associated to the same track as the first hit will be encountered. To define properly the tolerance distance, we first calculate the distance between our prediction and the real second layer hits for a dataset of 15,000 tracks. Based on Figure 5.7 the tolerance distance was defined as 0.13 cm , under which the vast majority of the correct hits will be assigned, although in many cases not uniquely the correct ones. Thus, to generate the seeds, the projection to the second layer is made, for each hit on the first layer, and the hits with distance equal or less than 0.13 cm from the projection are used to create seeds and construct tracks.

### 5.3.2 Propagation and Hits Assignment

Once we have chosen the seeds, using them as inputs to the Equations 5.5, 5.6 we obtain the propagation of the candidate particle throughout the detector, and consequently predictions of where it will hit the detector's layers. The procedure to find hits on subsequent layers is similar to the aforementioned in order to construct tracks' seeds. We set a tolerance distance from the prediction in which we expect to find the correct hit related to the seed. When we proceed to layers further away from the origin, the arc of length of the tolerance interval must be incremented, in order to preserve the accuracy of finding promising hits in such interval. If we do not implement this increment, rarely we find hits up until the final layers of the detector. An increment of 0.05 cm per layer showed an adequate


Figure 5.7: Histogram of the distance in cm between the extrapolated position on the second layer and the true hit.
balance of finding hits while not being broad enough to assign wrong hits often.
Another crucial point of the implementation is finding out the charge of the particle, since we do not have this information from the seeds, and the charge determines the curvature of the track. We address this intricacy considering both cases, positive and negative particle tracks. If in one of them the algorithm ceases to find hits before assigning 10 hits, we discard it, assuming that the particle has the opposite charge. If both cases do not find 10 consecutive hits we discard the seed, assuming it is probably a fake seed. In the case where both charges manage to construct a 10-hit track, they are both stored for the time being, but later it will be shown how we select the most promising track based on the track quality.

### 5.3.3 Tracks Selection

Once we manage to reconstruct tracks with the initial hits of the event, we need to verify that they indeed represent accurately the particle tracks of the event. In order to evaluate the implementation described up to this point, we do so with 1,000 events generated as described in Subsection 5.3. Each event contains 15 pion tracks, summing up to a total of 15,000 pions. Our goal is to reconstruct as many "correct" tracks as possible; a working definition of correctness will be given later in this section.

The set of all reconstructed tracks by our algorithm is denominated general tracks, and is composed of 42,444 tracks in our test sample. Our goal is to refine


Figure 5.8: The left panel contains the detected hits of the event, input of the CKF algorithm, while in the right panel the reconstructed tracks of the event, the output of the CKF algorithm. Both figures' axis are in cm unit.
this set of tracks, ideally selecting the 15,000 tracks that correspond to the real tracks, achieving $100 \%$ of reconstruction efficiency.

To give us an initial estimate of the average number of tracks in an event, and thus guide us in developing a method to refine our selection accordingly, Figure 5.9 shows how many tracks were generated by our implementation of CKF. We can identify a peak of the distribution close to 40 tracks/event, representing roughly three times more reconstructed tracks than the number of real tracks in the event. In this scope, we develop throughout this subsection a procedure to classify and choose the most promising tracks.

A characteristic of the particle tracks that we can use to aid in the evaluation of the $\chi^{2}$ of the fit. The $\chi^{2}$ variable is commonly used to verify the agreement between a theoretical hypothesis with experimental data, and is defined as a sum based on the number of degrees of freedom $f$ of the problem as follows

$$
\chi^{2}=\sum_{i=1}^{f} \frac{x_{i}^{2}}{\sigma_{i}^{2}}
$$

where $x_{i}$ follows a normal distribution with mean 0 and variance $\sigma_{i}$.
Applying it to the CKF picture, for each track we identify its degrees of freedom with the 10 hits which compose the track. The $x_{i}$ are then written as the difference between the Kalman positions and the track fit, and thus the variance will be


Figure 5.9: Distribution of the number of reconstructed tracks per event, for 1,000 events with 15 pion tracks each. In total 42,444 tracks were generated.
the same as the Kalman positions'. Kalman positions are used since they are better approximations to the particle trajectory than the measurements alone, $x_{i}^{\text {Kalman }}$ averages between the predictions based on our previous knowledge and the measurements made of the trajectory by the detector.

$$
\begin{equation*}
\chi^{2}=\sum_{i=\mathrm{hits}=1}^{10} \frac{\left(x_{i}^{\text {Kalman }}-x_{i}^{\text {Fit }}\right)^{2}}{\left(\sigma_{i}^{\text {Kalman }}\right)^{2}} . \tag{5.9}
\end{equation*}
$$

Figure 5.10 shows the $\chi^{2}$ distribution per track.
In order to verify that the $\chi^{2}$ variable can be used to tag correct tracks, we can study its correlation with a variable that is intrinsically measuring the quality of the reconstruction. One such variable is the difference in between the angle at which the tracks start from the origin and the fitted track at the same point: $\Delta \phi=$ $\left|\phi_{\text {Particle }}-\phi_{\text {Track }}\right|$. The $\phi_{\text {Particle }}$ angle is the true angle of production of the particle in question, and as such is not available to our algorithm while reconstructing tracks through CKF. The $\Delta \phi$ distribution of tracks is shown in Figure 5.11.

One way to visualize the correlation between the two variables is through a 2D histogram with one variable in each axis, as in Figure 5.12. Further, we can calculate the Pearson coefficient, a measure of the correlation between two variables. The coefficient ranges from 1, indicating a linear relation between the


Figure 5.10: Distribution of $\chi^{2}$ of each track of the total dataset. The vertical black line indicates the first bin $(\sim 0.07)$ at which the sum of the previous bins is greater or equal to 15,000 tracks, the total number of particles in the events.
variables, to -1 , when the variables are anti-linear, and when it is 0 , no linear relation exist between the variables. The Pearson coefficient for two variables $A$ and $B$ is defined as

$$
\begin{equation*}
\rho(A, B)=\frac{\operatorname{cov}(A, B)}{\sigma_{A} \sigma_{B}} \tag{5.10}
\end{equation*}
$$

where $\operatorname{cov}(A, B)$ stands for the correlation between variables $A$ and $B$, and $\sigma$ is the variance of each variable. Calculating the Pearson correlation coefficient for our case, we obtain $\rho\left(\chi^{2}, \Delta \phi\right)=0.567$, indicating that there is a linear component linking the two variables.

Given this relation, it is reasonable to use the fact that lower values of $\chi^{2}$ have a tendency of having lower values of $\Delta \phi$, and thus express a more accurately reconstructed track. In this way, we can start developing a simple track selection algorithm based on the $\chi^{2}$ variable of the tracks. A threshold value in $\chi^{2} \sim 0.07$ reflects, in average, a selection of the lowest $\Delta \phi$ tracks generated.

Our first cut in the general tracks is related to Figure 5.12 and the discussion above, in which we found out a certain linear correlation between values of $\Delta \phi$ and $\chi^{2}$. Thus, selecting the 15,000 tracks with lowest $\chi^{2}\left(\chi^{2}<0.07\right)$, we call the remaining tracks High-Purity (HP) tracks. With this cut we expect to, in general, select tracks with lower values of $\Delta \phi$, and consequently better reconstructed tracks,


Figure 5.11: Distribution of $\Delta \phi$ of each track of the total dataset. The vertical black line indicates the first bin $(\sim 0.01)$ at which the sum of the previous bins is greater or equal to 15,000 tracks, the total number of particles in the events.


Figure 5.12: 2D histogram of $\chi^{2}$ and $\Delta \phi$ for all tracks in the dataset. The red lines indicate, separately for each axis, the first bin at which the sum of the previous bins is greater or equal to 15,000 tracks, the total number of particles in the events.
with more correct hits assigned. Beyond that, after this cut we now are analyzing a collection of tracks with roughly a third of tracks, saving processing power and reconstruction time.

Cuts based on $\chi^{2}$ can have various physical meanings in the context of particle colliders, and are usually linked to eliminating fake tracks of the collection of reconstructed tracks. Fake tracks are usually associated with tracks reconstructed using spurious hits: reconstructed hits that were not originated by the particles of interest in the collision, or resulting from malfunctioning of one component of the detector, hits created by the passage of cosmic rays. In this case, since these hits are not related to the process being investigated, they tend to increase the value of the track's $\chi^{2}$, making the cut on the variable value efficient to get rid of such tracks.

In our case, fake tracks are defined as tracks that use hits generated by different particles, as we do not have spurious hits in the simulation. The cut applied on $\chi^{2}$ will remove tracks which vertex of origin is not located at the origin, based on our track fitting and definition in Equation 5.9, thus eliminating at least a fraction of the fake tracks created in the CKF algorithm.



Figure 5.13: Distribution of the tracks reconstructed radius for general tracks, left, and HP tracks, right. The gaussian function was fitted only in the interval $14 \mathrm{~cm}<$ $R_{\text {reconstructed }}<16 \mathrm{~cm}$ for the purpose of locate the peak of the distribution.

From Figure 5.13 we can see how the cut on $\chi^{2}$ reduces considerably the number of tracks with reconstructed radii much different from 15 cm , the radius of the particles' tracks we are reconstructing. Another interesting feature of the tracks' radius distribution is that it is right-skewed: the number of tracks with $R_{\text {reconstructed }}$ below 15 cm rapidly decreases, with the distribution disappearing
around 12 cm . On the other hand, the general tracks have a much higher number of tracks with radius ranging to 25 cm and more. This follows directly from the algorithm used to find track hits layer by layer. When propagating the hits to further layers we defined a tolerance distance from our propagated state in which we search for nearby hits. This tolerance will then limit the curvature of the track to the propagated state $\pm \Delta \phi$, where $\Delta \phi$ stands for the allowed angular difference dictated by the tolerance distance, imposing, therefore, a minimum reconstruction radius of the track. But theoretically there is no upper limit to the reconstructed radius of the track, it grows asymptotically as the track approximates to a straight line; the opposite of the inferior limit, which is 0 . Thus, when setting a symmetric tolerance in the $\phi$-coordinate to reconstruct tracks, because the limits of inferior and upper values are asymmetrical the distribution of possible reconstructed radius will also be asymmetrical, in this case represented by the right-skewed distribution.

Further improving our selection, we can tackle a common issue concerning CKF: tracks sharing the same hits. Predominantly when dealing with particles that come from the event production vertex in similar directions, it is not trivial to find out which hits belong to each track. The usual outcome of a track-finding algorithm is the reconstruction of additional tracks combining hits of more than one particle, with directions close to those of the original particles. That is why the constraint applied in $\chi^{2}$ is not sufficient to select only the best track candidate for each event particle, when there are particles with similar directions the algorithm tends to create more tracks than the number of particles combining hits of both, and still having a low $\chi^{2}$ due to the particles' proximity.

To work around this problem, we create a separate collection of tracks called unique tracks to which the lowest $\chi^{2}$ tracks are iteratively added, following the algorithm we now describe.

1. Initially the Unique tracks set is empty.
2. In ascending order of $\chi^{2}$ we check for every member of the HP tracks set if it shares any of its hits with any member of the Unique tracks set.

- If it shares, discard that track.
- If it doesn't, add that track to the Unique tracks set.

Therefore, the track with the lowest $\chi^{2}$ is always added to the Unique tracks set. The first iteration will check if the second lowest $\chi^{2}$ track shares any hit the lowest
one; if they have all distinct hits the former is added to the Unique tracks collection.
The Unique tracks set is our final choice of reconstructed track of the event. To check the efficiency of our reconstruction and selection of events, we verify how many reconstructed tracks correctly correspond to the ground truth particles that were generated in the event. In order to examine it, a criterion of analysis must be adopted. We based our metric in a challenge created by a partnership between CERN, and Kaggle ${ }^{4}$, an online platform where various data sets can be accessed and data science and machine learning techniques can be applied in order to study these.

In 2018 a Kaggle challenge was created by machine learning engineers and physicists from CERN concerning the application of machine learning techniques to particle tracking in high-energy physics colliders ${ }^{5}$ in order to identify rare particle signatures, since the amount of data generated in such experiments is enormous. The data set was based on a toy model of a particle tracking system, although the algorithms developed to solve the challenge have a crucial importance in the CERN detectors particle reconstruction systems, and searches for new phenomena in the experiment. To evaluate the submitted solutions, a score was calculated attributing different weights to the hits of the event, according to which layer and track it belongs, and checking for each track how many hits were correctly assigned. Adapting this evaluation method to our analysis, we defined our metric score as follows:

- Each hit of the track is assigned a value of 0 if it does not belong to the particle being reconstructed, and 1 if it does. All hits have the same weight, due to our simplified toy model with equally spaced detector layers.
- A score of the track is calculated, averaging its hits values. The criterion of matching between tracks and particles is simply absolute majority, or a score greater than 0.5 , implying in 6 or more correct hits assigned to a track.

The tracks satisfying the above requirements are called matched tracks.
Considering the whole set of 1,000 events, we managed to reconstruct 5,889 tracks, $\sim 40 \%$ of the total $15,000 \pi^{ \pm}$generated. The distribution of the tracks' reconstructed radius are shown in Figure 5.14. The number of correctly assigned hits per matched track, as well as the number of matched track per event are shown in Figure 5.15.
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Figure 5.14: Distribution of the tracks reconstructed radius for unique tracks, left, and matched tracks, right. The gaussian function was fitted only in the interval $14 \mathrm{~cm}<R_{\text {reconstructed }}<16 \mathrm{~cm}$ for the purpose of locate the peak of the distribution.


Figure 5.15: On the left panel is shown the distribution of correctly assigned hits per matched track. The right panel contains the normalized distribution of matched tracks per event.

Concerning the matter of particle tracking, we were able to implement a CKF algorithm reconstructing roughly $40 \%$ of the generated particles when dealing with the toy model described in this section. Table 5.2 contains all selections applied in the whole set of tracks generated by the CKF algorithm.

Summarizing the whole CKF algorithm implemented, we have:

- Seed generation: Initial positions and velocities (seeds) are defined with the hits of the first two layers.

| Selection's name | Requirements | Number of Tracks |
| :---: | :---: | :---: |
| General tracks | All generated tracks by CKF | 42,444 |
| High-Purity tracks | $\chi^{2}<0.07$ | 15,349 |
| Unique tracks | Tracks that do not share | 11,655 |
| Matched tracks | Correctly reconstructed tracks | 5,889 |

Table 5.2: Selections and its respective requirements, filtering higher quality tracks.

- Trajectory bulding: Using the hits of the seed, we define a track and propagate it with Kalman filter formalism to subsequent layers, searching for near hits until the last layer.
- Final track fit Considering only the tracks that managed to be reconstructed with 10 hits, they are fitted to a helicoidal trajectory, segment of circle in the plane ( $r, \phi$ )
- $\chi^{2}$-cut: In order to refine the general tracks, we constrain our selection to the lowest $\chi^{2}$ tracks (HP tracks).
- Unique tracks: Tracks that share common hits are excluded from the selection, remaining the lowest $\chi^{2}$ one (unique tracks).
- Evaluation: It is checked how many of the unique tracks were correctly reconstructed, meaning if it found 6 or more correct hits of the particle.

The toy model of the detector, the Kalman filter procedure, the fitting of the tracks, the CKF algorithm and the classification of quality of tracks were all implemented from scratch ${ }^{6}$. However, this simplified model lacks many important aspects of the collisions that are reconstructed by the CMS detector, thus we chose to use the CMS' software package CMSSW to perform an analysis of disappearing tracks, since it works with 3 dimensions, allows the study of real events, is able to simulate the full detector components and its interaction with particles, study fundamental parameters of particles such as $p_{t}$ and $\eta$. In this way, we are able to perform a richer and more realistic analysis of the disappearing tracks reconstruction by the CMS experiment.
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## Chapter 6

## Track Reconstruction in the CMS Experiment

### 6.1 Overview of CMS' Software

In order to compare our implementation with the tracking system used in the CMS experiment, we proceed to analyze the reconstruction of events with the collection of software called CMSSW [146] , a software package with numerous tools and libraries available focused on simulation and study of particle collisions in the CMS detector. CMSSW produces Monte Carlo events, gathers calibration and alignment, generation of events, simulation tools and services to the experiment's researchers in a unified Framework. It is constantly maintained by a large community of physicists and developers in order to have faster and more efficient and accurate detector simulations while keeping it up to date to the detector upgrades.

The processing model of CMSSW is built around one executable, cmsRun, and the usage of the available tools is configured in cmsRun setup file. Monte Carlo simulations, reconstruction algorithms, event generation are all defined in modules that are called in the cmsRun setup, including the order in which they must be executed, the parameters of each module, files that will be used. All the information concerning the collisions are stored in a C++ object called Event, the RAW data from the detector electronics, the reconstruction of particles, state of the detector components. It is through the Event, exclusively, that data is processed and communicated between the modules. Data of the Event are stored in ROOT files, thus can be accessed through ROOT in all steps through the modules individually. To generate events and simulate them in the CMS detector, CMSSW integrates other software dedicated to deal with different parts of the particle collision and its detection. Thus, instead of using different tools separately, the software Framework provides a straightforward approach to study such events, allowing the researchers to create and analyze different physical scenarios without
having to spend a large amount of time dedicated to the computational details of the simulation and integration of different programs. Beyond performance, CMSSW is developed assuring flexibility, modularity, documentation, ease of use, making it widely used by the CMS community and a fundamental research tool.

### 6.1.1 Events Generation

The data of the events in this study used are not from real collisions taken place in the CMS detector, they are generated through Monte Carlo simulations with multiple software packages. This allows us to create events with BSM physics models to study and predict how the events' detection could occur in such scenarios, aiding phenomenologists to test its models and further develop them. Also, for experimental physicists they have great utility to design adequate colliders and detectors to investigate interesting phenomena.

In $p p$ collisions with high $p_{T}$, it is usually described theoretically through the hard scattering of partons and the subsequent fragmentation of the partons in the hadrons, or hadronization. To deal with hard scattering of the protons, partition distribution functions (PDFs) are used to describe the collisions through the constituents of hadrons: quarks and gluons. In the hard scattering process, rare particles are produced, such as the Higgs boson and the LLP of the FIMP and AMSB model, charginos in this project. But in general, such particles live very short time, rapidly proceeding to the fragmentation in the parton shower and lastly hadronizing in the detected particles. Figure 6.1 represents this process, the inner black circle indicates the hard scattering, above this circle the fragmentation in parton showers is shown in red, and at the top in green the hadronization. The lower half of the figure is a diagram of the multi-parton interactions, that may happen in the proton.

The generation of the hard process are made with MadGraph5_aMC@NLO (MG5)[147], a framework dedicated to calculate hard processes events generation, cross sections and other important variables of SM and BSM phenomenology. Processes of both leading order (LO) and next to leading order (NLO) can be generated in QED and QCD.

The events were generated through MG5 ${ }^{1}$, in which we included charginos of $m_{\tilde{\chi}=700 \mathrm{GeV}}$ and $c \tau$ distribution centered at $c \tau \sim 50 \mathrm{~cm}$ production. To study tracking of LLP charged particles that decay to non-observables in the CMS detector,
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Figure 6.1: Diagram of a high energy hadron collision. Circled in black the representation of the hard process, treated with perturbative QCD, above the circle the fragmentation in parton showers in red and further the hadronization in green. Below the circle the multiparton interaction is represented, treated with non-perturbative QCD, and its consequent hadronization process as well.
we use the AMSB framework, that has a signature similar to the FIMP model. We use a data set of 10,000 events, in which we include the production of $\tilde{\chi}^{ \pm}$, to study the tracking of charginos, particularly its efficiency as function of the charginos' characteristics.

Our data set of events were generated as $p p$ collisions with energy at the center of mass of 13 TeV . Two channels of $\tilde{\chi}^{ \pm}$production are included:

$$
\begin{aligned}
& p p \rightarrow \tilde{\chi}^{ \pm}+\tilde{q}_{0} \\
& p p \rightarrow \tilde{\chi}^{ \pm}+\tilde{q}_{0}+\text { jet }
\end{aligned}
$$

where $\tilde{q}_{0}$ stands for the wino-like neutralino of the AMSB model [65, 66, 67].
After the hard process is simulated, using the output of the MG5, Pythia $8^{2}$ [148] is used to calculate the hadronization of particles. Pythia's libraries provide models of parton showers, multiparton interaction, matching and merging of hard

[^9]processes and parton showers. Therefore, we can calculate the whole collision processes of interest involved using MG5 and Pythia.

Lastly, using Geant $4^{3}$ [149] the whole CMS detector geometry, its material components, the interaction of the particles of the event with the detector's components can be simulated. With CMSSW's tools, we can also model the detector's electronics and the process of digitization (a simulação de um circuito ACD). With the collision processes and the outputs of the detector's electronics simulated, we can then study and analyze the tracking systems. With the generation of the collision processes completed, we use the generated events as input to implement the tracking of particles and develop further the analysis.

In total, 10,000 charginos were created in the events, of which 6,947 were matched to tracks, representing a reconstruction efficiency of $\sim 71 \%$. In order to be matched, the reconstructed chargino must meet two requirements: $p_{T}>10 \mathrm{GeV}$ (all satisfied this condition) and it must have a distance to one of the reconstructed tracks of $\Delta R<0.1 \mathrm{~cm}$. The efficiency is calculated as the fraction

$$
\text { eff }=\frac{\# \tilde{\chi}^{ \pm} \text {matched to tracks }}{\# \text { Generated } \tilde{\chi}^{ \pm}}
$$

On account of the charginos' mass being large, the momentum distribution of the particles ranges significantly, consequently the particles' decay length - defined as the distance travelled from the production vertex until its decay in the laboratory reference frame - varies correspondingly.

Although the decay length $(l)$ is the quantity observed in the experiment, using the particles' $|\vec{p}|$, consequently $\beta$ and $\gamma$, we obtain its $c \tau$

$$
\begin{aligned}
\left(\frac{1}{\beta \gamma}\right) l & =\frac{1}{\beta} \frac{l}{\gamma} \\
& =\frac{c}{v} l^{\prime} \\
& =c \tau
\end{aligned}
$$

where the factor $\frac{1}{\beta \gamma}$ is a boost to the particle's reference frame.
In Figure 6.3 it can be seen that in fact the decay length is correlated with the particles' momentum, as it should be, since the relativity boost increases its travelled distance in the laboratory's reference frame. On the other hand, the low value of the Pearson correlation coefficient, $r=-0.10$, between $c \tau$ and $\beta$ endorses
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Figure 6.2: In the upper left panel it is shown the distribution of $\beta=\frac{v}{c}$ of the reconstructed chargino particles; the upper right panel displays the decay length of such particles. The lower panel shows the $c \tau$ distribution in cm .
that they are independent quantities. $c \tau$ is the mean lifetime of the particle at rest, in its inertial reference frame, thus should not be correlated to the observed $\beta$ in the laboratory's reference frame.


Figure 6.3: 2D histograms correlating the decay length (left) and $c \tau$ (right) with the particles' $\beta$.

### 6.2 Track Reconstruction in CMSSW

Figure 6.4 shows the behavior of Valid Hits of matched tracks when varying the charginos' mean lifetime. The distribution of $c \tau$ is centered in 10 cm , and at least three Valid Hits are necessary to construct a track and match it to the particle. Hence, it is needed that the $\tilde{\chi}^{ \pm}$travels at least so far as the first three layers of the detector before decaying, meaning that its Decay Length has a threshold value below which no track will be reconstructed nor matched to the particle.


Figure 6.4: 2D histogram of the particles' $c \tau$ and the number of Valid Hits of the matched tracks associated with the tracked $\tilde{\chi}^{ \pm}$.

Sorting the matched tracks of all the events by the associated particle Decay Length, Table 6.1, we see that at Decay Length $\sim 11 \mathrm{~cm}$ tracks begin to be found and matched to particles. On the other hand, if we notice the design of the barrel pixel detector in Figure 4.5, the innermost subdetector of CMS, the third layer (L3) is located at radius $r=10.9 \mathrm{~cm}$ (Subsection 4.1.1), in agreement with the observed threshold effect. Also, the $\eta$ values in Table 6.1 are near 0 , as expected, since they are equivalent to $\theta= \pm \frac{\pi}{2}$, the shortest path to the subdetector. The fact that they describe curved trajectories increases as well the needed Decay Length to reach the first three layers.

Another expected behavior shown in Figure 6.5 is the increasing number of Valid Hits with the respective increase of mean lifetime of the particles between $11 \mathrm{~cm}<c \tau<150 \mathrm{~cm}$. Higher mean lifetime implies a longer travelled distance,

| Index | Charge (e) | $p_{T}(\mathrm{GeV})$ | $\phi$ | $\eta$ | Decay Length $(\mathrm{cm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 7501 | 1 | 914.2 | -2.09 | 0.06 | 11.004 |
| 3989 | 1 | 386.1 | 1.33 | -0.14 | 11.005 |
| 11005 | -1 | 227.4 | -1.72 | -0.19 | 11.107 |
| 7985 | -1 | 489.6 | -0.36 | -0.10 | 11.138 |
| 11690 | -1 | 613.0 | -2.63 | -0.16 | 11.172 |

Table 6.1: Matched $\tilde{\chi}$ with the five shortest Decay Length from our whole data set. The Index column is relative to the DataFrame index, and has no physical meaning.
allowing the particle to interact with more layers of the detector, thus increasing the number of Valid Hits of its track. After $\sim 150 \mathrm{~cm}$ the distribution of Valid Hits becomes roughly constant. That happens because for those large values of $c \tau$ the particle lives long enough to cross all the detector layers. The Tracker Outer Barrel (TOB) and Tracker EndCaps (TEC), the outermost components of the Silicon strip tracker, range up to $\sim 115 \mathrm{~cm}$ (Figure 4.4), again in agreement with the results obtained.

In Figure 6.5 we observe the foreseen increase of Valid Hits until a point that it stagnates. Also, it is shown that the Decay Length follows the same behavior as $c \tau$ with respect to Valid Hits.

Another important parameter to study in the analysis of the Tracking System is the $p_{T}$ resolution, since it gives us knowledge of how well the $p_{T}$ reconstruction is being done. Specially in the case of CKF, to reconstruct with great accuracy the transverse momentum is directly related to finding the correct track of the particle, Subsection 5.2.

By definition, the $p_{T}$ resolution is

$$
\begin{equation*}
\frac{\Delta p_{T}}{p_{T}}=\frac{p_{T}^{\text {Track }}-p_{T}^{\text {Particle }}}{p_{T}^{\text {Particle }}}, \tag{6.1}
\end{equation*}
$$

thus in view of the value of $p_{T}$ being limited to non-negative values, the resolution has the lowest possible value being -1 , when $p_{T}^{\text {Track }}=0$ and $p_{T}^{\text {Particle }}>0$. But it is not limited from above.

Figure 6.6 shows all the $\tilde{\chi}$ 's matched tracks' $p_{T}$ resolution and an estimation of the distribution peak and dispersion. The mean of the distribution is located at $\mu=-0.02$ with $\sigma=0.008$, an indicative that a great fraction of the tracks are being reconstructed with a high accuracy, $2 \%$ error. On the other hand, it is clear that there is an excess of events with negative resolution, which is considered to be a natural consequence of the asymmetric codomain of the $p_{T}$ resolution function,


Figure 6.5: Plot of the mean Valid Hits of $\tilde{\chi}^{ \pm}$tracks contained in intervals of 10 cm of $c \tau$ and Decay Length. In the upper (lower) plot the last point, $c \tau=800 \mathrm{~cm}$ (Decay Length $=1000 \mathrm{~cm}$ ), represents all tracks with $c \tau>640 \mathrm{~cm}$ (Decay Length $>800 \mathrm{~cm}$ ), considering that there are fewer charginos in this range, commonly resulting in intervals with only one chargino or none of them.
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We checked how $\frac{\Delta p_{T}}{p_{T}}$ behaves with other particles' properties such as the $p_{T}$ itself, $\eta, \phi$ as shown in Figure 6.7. However, the distributions of $\eta$ and $\phi$ have centered peaks of distribution near 0 and elsewhere an homogeneous profile. The $\frac{\Delta p_{T}}{p_{T}} \mathrm{x} p_{T}$ histogram has its distribution centered near 0 and a slight excess in the left region due to the limited codomain of the $p_{T}$ resolution function.

Another property that can be analyzed is the particle Decay Length, shown in


Figure 6.6: Histogram of the resolution of all tracked in the events. The gaussian (when plotted in log the $y$-axis becomes a parabola) was fitted in the range of $-0.5<x<0.5$ to estimate the peak of the distribution and its dispersion.

Figure 6.8. It becomes evident the shift of distribution of $\frac{\Delta p_{T}}{p_{T}}$ in the left panel,in which we can see that for lower values of Decay Length the resulting resolution is biased to negative values. For increasing values of Decay Length up to $\sim 75 \mathrm{~cm}$ the distribution peak shifts from $\frac{\Delta p_{T}}{p_{T}} \sim-0.9$ to $\sim 0$, where it stays stable for higher values of Decay Length. This thinks to imply that the Tracking System has difficulties reconstructing lower Decay Length particles, estimating lower values than the actual ones of the particles' $p_{T}$. This is a reasonable correlation, since if the particle decays too fast, it leaves fewer hits in the Tracking Systems, which turns the problem of reconstructing the tracks even harder, increasing considerably the margin of error.

### 6.2.1 Track Reconstruction Efficiency

The track reconstruction efficiency measures the probability of a track that passing through the detector signaling more than 3 hits being reconstructed. It is highly important to study the Tracker performance with simulated events for the sake of guaranteeing that the simulations are in accordance with the detector performance and thus to know the limits and usual behavior of it. Comparison between the simulated events and real data are made to ensure the reliability of


Figure 6.7: 2D histograms exploring the relation between $p_{T}$ resolution and particles' properties. In the upper left panel resolution and $\eta$, upper right $\phi$ and resolution and the lower panel $p_{T}$ and its resolution.
our simulations.
Naively, we could define the efficiency as

$$
\text { eff }=\frac{\# \tilde{\chi}_{\text {Tracked }}}{\# \tilde{\chi}_{\text {Generated }}},
$$

however, in order to be reconstructed by CMSSW, the track must satisfy a few requirements. Hence, the denominator, instead of being all generated $\tilde{\chi}$, must be the generated particles that satisfy the tracking system requirements.

One fundamental constraint that must be applied to the denominator is that the generated particles must pass through the detector. Due to the cylindrical geometry of the detector there are restrictions in the $\eta$ coordinate. The Tracking system covers the region of $|\eta|<2.5$, so we must restrict our calculations to $\tilde{\chi}$ s generated in this range. Thus, we have our efficiency defined as

$$
\begin{equation*}
\text { eff }=\frac{\# \tilde{\chi}_{\text {Tracked }}}{\# \tilde{\chi}_{\text {Generated }}^{|\eta|<2.5}} \tag{6.2}
\end{equation*}
$$



Figure 6.8: 2D histograms of the tracked charginos and its $p_{T}$ resolution. The left panel shows more clearly the tendency of low Decay Length particles to have negative $p_{T}$ resolution.

To calculate the efficiency based on particle and track's properties, ranges of values of the variables were defined in which we used Equation 6.2. Figure 6.9 shows the efficiency as function of the Decay Length and $c \tau$. Once more it can be seen that both variables behave similarly to each other, the reconstruction efficiency rising up as the variables increase, as expected since for low values of $c \tau$ and Decay Length the probability of a particle reaching the extension of the detector leaving at least 3 hits is reduced. The subsequent stable behavior is reasonable as well, due to the increasing probability of leaving more hits in the detector, leading to a greater chance of being correctly reconstructed. The subsequent stable behavior of the efficiency is also expected, since higher Decay Length and $c \tau$ values imply in a greater chance that more hits will be generated, thus increasing the probability of a successful track reconstruction.

The last entries in the plots display greater uncertainties since they have progressively fewer entries, as seen in Figure 6.2. In order to estimate the error bars values, we used ROOT's framework in which the Wilson's procedure for asymmetric error bars is implemented [150].

When analyzing the efficiencies with respect to the angular coordinates $(\eta, \phi)$, similar behaviors are perceived, with low variations from the mean reconstruction efficiency, Figure 6.10. Since the detectors are designed to have no favored direction of performance, due to the symmetry of the particle distribution in the collision, the results are satisfactory. Analyses as this one are fundamental in the experiment to spot possible regions of malfunctioning in the detector, misbehavior of the reconstruction algorithm, alignment of the detector's components. As already mentioned, the efficiencies for $\eta$ are restricted to $|\eta|<2.5$. For $\eta \sim 2.5$ a reduction


Figure 6.9: Track reconstruction efficiency as function of the Decay Length and $c \tau$ of the charginos. The left plot uses intervals of 40 cm of Decay Length to calculate the efficiency, while the right plot 20 cm for $c \tau$. The Last entry in both panels represents all particles with greater variable values than the entry before it.
in the efficiency can be seen, which is reasonable considering that fewer hits are left near the extremities, the particle trajectory travels through fewer pixel and silicon strip sensors.


Figure 6.10: efficiencies of $\tilde{\chi}$ track reconstruction as function of $\eta$, in the left panel, and $\phi$, right panel, coordinates. Due to the detector's geometry, only $|\eta|<2.5$ are considered.

The particle's $p_{T}$ reconstruction plays a fundamental role in tracking algorithms, it is directly related to the performance of the radius of curvature of the track reconstruction. In Figure 6.11 we can observe the increasing efficiency as the particles' $p_{T}$ increases, reaching the mean efficiency at $p_{T} \sim 300 \mathrm{GeV}$. Considering the usually faster rate at which the efficiency increases, we analyze in deeper details its behavior for the lower values of $p_{T}$.

An important difference between our analysis and the CMS' collaboration


Figure 6.11: Track reconstruction efficiency of the particles' $p_{T}$.
[126] (detailed in Section 6.3) is the mass of the particles being tracked. In the latter, electrons, muons and pions are considered, thus the masses up to order of a hundred $\mathrm{MeV}\left(m_{e} \sim 0.511 \mathrm{MeV}, m_{\mu} \sim 106 \mathrm{MeV}, m_{\pi^{ \pm}} \sim 140 \mathrm{MeV}\right.$ ), while the charginos we are tracking have $\sim 700 \mathrm{GeV}$. Having a greater rest energy, the charginos demand more energy to boost them at the same speed as lighter particles, implying in our case that to travel enough distance to reach the detector's Tracker layers more energy, thus greater $p_{T}$, are required. This way, a consequence of the higher mass value of $\tilde{\chi}$ will be a shift in the turn-on curve of the efficiency to higher values of transverse momentum, on account of the surplus energy necessary to achieve the same hit pattern in the detector.

Another relevant difference between the analysis, is the mean lifetime of the particles, while the charginos and pions have similar lifetimes ( $c \tau \sim 10 \mathrm{~cm}$ ), the muon is considerably greater ( $c \tau \sim 600 \mathrm{~cm}$ ) and the electron is stable. Shorter mean lifetime implies as well in the turn-on curve shifting to greater values of $p_{T}$, for the same reason as explained above.

Based on this discussion, I proceeded investigating the possible effects of the mean lifetime in the $p_{T}$ reconstruction efficiency. Applying tighter constraints in the $c \tau$ progressively of the $\tilde{\chi}$ we obtain the plots shown in Figure 6.12. From the first plot (left panel) it is already noticeable the steeper turn-on curve compared to Figure 6.11, achieving the mean reconstruction efficiency for $p_{T} \sim 100 \mathrm{GeV}$. The two other plots accentuates this behavior furthermore, shifting the turn-on curve
to lower values of $p_{T}$ and making it more abrupt.


Figure 6.12: Track reconstruction efficiencies of $p_{T}$ with applied thresholds on the particles $c \tau$, from left to right, of $50 \mathrm{~cm}, 100 \mathrm{~cm}$ and 150 cm

At last, in Figure 6.13 are represented the efficiencies of the charginos without cuts applied on the mean lifetime together with the results of applying a threshold on $c \tau$ of data set of particles. It is evident the dependence of the turn-on curve, hence in the track reconstruction efficiency, on the charginos mean lifetime.

### 6.3 Comparison with Published Results

In order to validate the results obtained concerning particle track reconstruction, we compare them with an analysis performed by the CMS collaboration studying the performance of tracks and primary-vertex reconstruction in the detector[126]. However, this analysis was developed based on data from the first run of the LHC (2009-2013), while our study is in the scope of the second run (2015-2018). Between the two runs, upgrades were made in the detectors (Section 4.1.1), in particular in the Tracking system of the CMS, the discrepancies will be explained, although we argue in favor that conclusions and comparisons can be made relating both analysis.

### 6.3.1 Simulated Events

In the cited analysis, simulated events are used instead of data taken at CMS detector, allowing us to study how the geometry of the detector, tracking algorithm, events' configuration alter the track reconstruction performance. The results obtained can be compared with CMS data to verify that the simulations are realistic.


Figure 6.13: Track reconstruction efficiencies of $p_{T}$ with and without restrictions on the particles' $c \tau$. The gray points represent efficiencies with no cuts applied, in yellow a threshold of $c \tau>50 \mathrm{~cm}$ was set, in green $c \tau>100 \mathrm{~cm}$ and the red points $c \tau>150 \mathrm{~cm}$.

The generated events have single particles being produced, although secondary particles can be present due to interaction with the detector's material, and can have fixed transverse momentum of 1,10 and 100 GeV or a flat distribution given by $\ln p_{T}$. The latter data set is used to study the tracking performance as function of the particles' $p_{T}$, while the former the performance with different $\eta$ values. As already discussed, the acceptance tracking region of the detector is constrained to $|\eta|<2.5$, thus the particles were generated in this range.

The $p p$ collisions were simulated with Pythia 6[151] with or without pile up. An event pile up depends on the collider luminosity and the amount of time in which data was taken, thus in the simulation a Poisson distribution of mean $\mu=8^{4}$, the average of the whole year of 2011 delivered in LHC, was used to set the pile up in the events.

In order to calculate the track reconstruction efficiency and fake rate, the generated particles' information are used and compared with the reconstructed tracks.

[^11]A track is considered correctly reconstructed, matched, if $75 \%$ of its hits were from the same generated particle, and so the reconstruction efficiency is defined as the ratio of tracks successfully reconstructed divided by the total number of particles (remember that all particles are in the tracking system acceptance region). On the other hand, the fake rate is the ratio of the tracks that were not matched to any particle over the total number of generated particles, representing tracks that were badly reconstructed by association of multiple particle hits, or the inclusion of spurious hits in the track.

### 6.3.2 Tracking Algorithm

The tracking algorithm of the Tracker System was also updated in order to exploit the advances of the hardware upgrade of the Tracker System, such as the extra pixel layer in the PIB. As implemented in Subsection 5.3, the tracking in CMS detector is divided into steps: seed generation, trajectory building, ambiguity resolution (deciding between tracks that share common hits) and final track fit. This pattern is minimally changed between the two runs, although they are implemented in different manners through iterative tracking (Subsection 5.1). Before the Phase-1 pixel upgrade, the iterative strategy used in HLT to reconstruct tracks used 4 iterations through each of them the requirements are progressively loosened.

Generating seeds in the CKF can be costful in terms of processing power since if the constraints are not well defined we can end up with a task combinatorial on the number of hits, a gigantic problem for future upgrades with increasing pile-up and luminosity. On this wise, different seed generating algorithms are implemented and available to be used appropriately in different steps o the tracking. For Run 1, Pixel triplets were the stricter seed generating algorithm, in which it first created pairs of hits using the BPIX and FPIX layers, and after that searches for a third hit compatible with the hit pair. It is relevant to note that with a hit pair we can not estimate the track $p_{T}$, hence no threshold can be applied to aid in the constraints of the seeds generation. Thus it used a vertex estimate, or if not available the center of the beam spot, to build the track trajectory or search a third hit for the seed.

Mixed seeding on the other hand is not restricted to use only pixel hits as seeds, it allows hits from the silicon detector as well to be used. These two seeding algorithms have different purposes in selecting which particles are wanted to be reconstructed using each of them. When looking for prompt tracks, from the
primary vertex, using Pixel triplets is more adequate because it will mitigate possible seeds from the secondary vertex that do not leave three consecutive hits in the pixel layers, for example.

In the tracks' reconstruction process, once we generated the seeds, propagated, found tracks, we can continue refining our selection placing thresholds on its $p_{T}$. When working with iterative tracking this is another useful parameter to take into account, considering the distribution of charged particles transverse momentum, the number of such particles with high $p_{T}$ is considerably smaller than low $p_{T}$ ones. Likewise, particles with higher transverse momentum tend to leave more hits in the detector, thus these are reconstructed first in the iterative tracking strategy. This way we can in the first iteration use a stricter seed algorithm, demanding a higher number of hits from the pixel layers, higher number of hits in the track and use a threshold on $p_{T}$, to work with fewer particles, thus faster than using the whole set of possible seeds. In the subsequent iterations, the already reconstructed track hits are ignored, reducing the number of seeds and tracks to be selected.

Beyond the cut on $p_{T}$, a set of tracks can be further cleaned based on the compatibility of the track with the reconstructed vertex ${ }^{5}$. In the scope of CMS tracking reconstruction, we define a track with five parameters: $\mathrm{d}_{0}, z_{0}, \phi, \cot \theta$ and $p_{T}$, all defined in the point of closest approach to the reconstructed beam axis, the impact point. The point coordinates are $\mathrm{d}_{0}$ and $z_{0}, \mathrm{~d}_{0}$ are the transverse coordinates of the impact point $\left(\mathrm{d}_{0}=x_{0} \sin \phi-y_{0} \cos \phi\right)$, where $\phi$ stands for the azimuthal angle and $\theta$ the polar angle of the vector of the track.

In the transverse plane a threshold can be set on the transverse impact parameter $\left(\mathrm{d}_{0}\right)$, while in the longitudinal plane the constraint can be made in the difference between the reconstructed vertex and the track's closest approach to the beam line $\left(z_{0}\right)$. If no reconstructed vertex is available, the vertex of the leading reconstructed track is used, and a further filter on $\chi^{2}$ is applied at the end.

Table 6.2 shows the main parameters used in the iteration steps of iterative tracking implemented during Run 1. As pointed before, the first iterations use more restrict constraints, reducing the number of fake rates and consequently the time spent tracking particles, fundamental for Trigger processes.

The results concerning the iterative tracking description adopted throughout Run 2 were not yet published, thus we can not make a direct comparison between the iteration steps used in both Runs. Although, searching the records of colli-

[^12]| Iteration | Algo $_{\text {seed }}$ | Target track | $p_{T}^{\text {Min }}(\mathrm{GeV})$ | $\mathrm{d}_{0}$ cut | $z_{0}$ cut |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | Pixel Triplet | Prompt, High pt | 0.6 | 0.03 | $4.0 \sigma$ |
| 1 | Pixel Triplet | Prompt, Low pt | 0.2 | 0.03 | $4.0 \sigma$ |
| 2 | Pixel Pair | High pt Recovery | 0.6 | 0.01 | $0.09 \sigma$ |
| 3 | Pixel Triplet | Displaced | 0.2 | 1.0 | $4.0 \sigma$ |
| 4 | Pixel + Strip Triplet | Displaced | $0.35-0.5$ | 2.0 | 10.0 cm |
| 5 | Strip Pair | Displaced | 0.6 | 2.0 | 10.0 cm |
| 6 | Strip Pair | Displaced | 0.6 | 2.0 | 30.0 cm |

Table 6.2: Parameters of the iteration steps of the tracking reconstruction in 2012, Run 1 of LHC. $\sigma$ represents the beam spot size along $z$ axis. From left to right: Seed generation algorithm, target tracks of the iteration, $p_{T}$ threshold, compatibility with beam spot in the transversal plane $(x, y)$, compatibility with vertex in the longitudinal direction[152].
sions of $2018^{6}$ we find a trigger path used to search Disappearing Tracks signals with MET $>105 \mathrm{GeV}$ and an isolated track with $p_{T}>50 \mathrm{GeV}$ that exhibits some differences with the Run 1 algorithm.

With the additional layers in the Pixel detector, Pixel Quadruplets seeding algorithm is used in the first iterations, generating seeds with 4 hits in the BPIX and FPIX. The tracking of the HLT path consists of three iterations: the first two iterations reconstruct tracks with seeds of four pixel hits, being the first one targeting high $p_{T}$ tracks and the second one low $p_{T}$ in the full volume of the Pixel detector. The third iteration requires only three pixel hits to its seeds and reconstructs tracks in the neighboring regions of jet candidates (based on information from the calorimeter) and the previous reconstructed tracks.

Due to problems in the Phase-1 Pixel upgrade in 2017 a significant number of pixel modules were inactive, leading to a decrease in the tracking reconstruction performance [153]. Between during the technical stop of the LHC in the end of 2017 the issues were fixed, and in 2018 the detector performance was restored at its expected efficiency. But, to prevent similar problems occurring in the following Runs an additional recovery iteration was added to the HLT tracking system. It required seeds with only two pixel hits in regions where two inactive sensor modules overlapped, taking the interaction point as reference, although due to the limited HLT's CPU processing time a restriction to tracks with $p_{T}>1.2 \mathrm{GeV}$ was set.

[^13]
### 6.3.3 Track Reconstruction Efficiency

As mentioned in Subsection 6.3.1 the generated particles are restricted to $|\eta|<2.5$, to calculate the efficiency of reconstruction constraints on the distance from the interaction point to the center of the beam spot are applied in order to select prompt particles. The efficiencies are defined as the fraction of reconstructed tracks with $75 \%$ or more hits correctly assigned, but restricted only to high-purity tracks (tracks that satisfies the tightest requirements on compatibility of the track with the interaction point and the number of detector layers containing hits [126]). CMS's analysis also calculated the fake tracks rate, the fraction of reconstructed high-purity tracks that assigned less than $75 \%$ of correct hits, thus not being matched to none of the generated particles. The radial and longitudinal distance thresholds are $<3 \mathrm{~cm}$ and $<30 \mathrm{~cm}$ for $r$ and $|z|$ coordinates, respectively. The particles' transverse momentum are also limited to $p_{T}>0.9 \mathrm{GeV}$ for the study of performance as function of $\eta$, and $p_{T}>0.1 \mathrm{GeV}$ when studying the efficiency as function of $p_{T}$. When considering the performance's dependence on $\eta$ three fixed $p_{T}$ samples are considered: $p_{T}=1,10,100 \mathrm{GeV}$, while when the dependence is on $p_{T}$ a flat distribution in $\ln p_{T}$ is used. A similar criterion was applied in our analysis, Subsection 6.2.1, when matching tracks to $p_{T}>10 \mathrm{GeV}$.

The study we are using as the guideline for comparison investigated the tracking performance of two different categories of samples: isolated particle and $p p$ collisions events, the former containing only one single particle being generated and the latter simulated inclusive $t \bar{t}$ events with and without imposed pileup. A complication of using $t \bar{t}$ events for our comparison is that the Leading-order decay channel $t \bar{t} \rightarrow W^{+} W^{-} b \bar{b}$, and the further decay of the $W^{ \pm}$bosons, generates "dirtier" events, containing particles that we are not interested in. Such events perform worse in the final product particles reconstruction, thus we chose not to use them. Since our samples generated only isolated charginos, the comparisons will be made with the isolated particle events. Further, in the paper three particles' samples were studies separately: electrons, muons and charged pions, while we are generating charginos.

Pions are hadrons and interact through elastic and inelastic nuclear interaction with the detectors' material, dispersing the angles of the scattering angles significantly more than the dispersion due to Coulomb scattering only. Being charged also introduces energy loss of the particles as it travels through the volume detector, such as the muon and electron. Electrons, on the other hand, lose a large
fraction of its energy through Bremsstrahlung radiation before reaching the outer layers of the silicon strips, introducing a mechanism of energy loss similar to the nuclear interactions of the charged pions. Furthermore, if the electron induces a magnetic shower or a radiated photon, from the Bremsstrahlung radiation, creates an electron-positron pair, the secondary particles can be detected in the tracker' sensors, creating spurious hits. These factors reduce the reconstruction efficiencies of electrons and pions significantly and increase the fake rate of the reconstructed tracks.

Muons are not affected by the nuclear interactions like the charged pions and lose considerably less energy due to Bremsstrahlung radiation than electrons since the energy radiated depends inversely on the particle mass and $\frac{m_{\mu}}{m_{e}} \sim 200$. Its energy loss is mostly due to Coulomb scattering, ionizing the silicon sensor's medium, and the great majority of muons tends to cross the entire tracker volume, producing several hits in the sensors' layers, thus making its reconstruction efficiency higher than any other charged particle. Considering that the charginos do not interact through nuclear interactions as well, nor lose energy through the electromagnetic interactions such as the electron, we used the muons' analysis to compare with the results we obtained.

The reasons cited above contribute to the high reconstruction efficiency of muons, such that its fake rate in CMS's analysis was negligible. Figure 6.14 shows the efficiencies as function of $\eta$ and $p_{T}$. In both, the high efficiency of reconstruction can be seen, the behavior relative to $\eta$ shows little difference throughout its range, falling very near the limit of detection $\eta \sim 2.5$, similar to the results we obtained in Figure 6.10. The dependence on $p_{T}$ also shows coherent results from both analysis (Figures 6.11 and 6.13), lower efficiencies for low $p_{T}$ values and the increasing behavior until it reaches a stable value near 1.

### 6.3.4 Tracks' $p_{T}$ Resolution

Good parameters resolution is required for the proper reconstruction of particles properties, for example for determining a particle mass ( $p_{T}$ resolution), primary vertices of a $p p$ interaction and identify $b$-quark jets (energy resolution). The paper defines the parameters' resolution through the distribution of track residuals (the difference between the reconstructed parameter value and the value of the generated particle) as the half-width of the interval, at each bin, satisfying:

- The width encloses $68 \%$ of all entries in the track residuals' distribution,


Figure 6.14: Reconstruction efficiencies of high-purity muon tracks. The efficiencies are plotted as function of $\eta$ (left panel), for fixed $p_{T}=1,10,100 \mathrm{GeV}$, and $p_{T}$ (right panel) for different regions of the tracker: Barrel $(|\eta|<0.9)$, Transition $(0.9<|\eta|<1.4)$ and Endcap $(1.4<|\eta|<2.5)$ [126]

- The distribution is fitted with a double-tailed Crystal Ball function at the mode of the distribution.

It was also included in the plots the resolution with the requirement that the halfwidth contains $90 \%$ of the interval entries in order to see the effects of including extreme values in the resolution.

The resolution $p_{T}$ of single-events muons is shown in Figure 6.15, in the left panel multiple scattering accounts for about 20 to $30 \%$ of the resolution for high transverse momentum ( $\sim 100 \mathrm{GeV}$ ), while for lower values the material in the tracker dominates the resolution. High values of muons' transverse momentum implies in a track trajectory with very small curvature, hindering a precise determination of the momentum. The right panel, showing the behavior of momentum resolution relative to $\eta$ for fixed momentum, displays again the effect of increasing momentum in the resolution. The bump at $|\eta| \sim 1$ reflects the transition of TOB to the TECs, and the resolution is degraded for higher values of $\eta$ due to the inferior resolution of the outermost layers of the endcaps compared to the outer barrel ones.

Linking back to our analysis, the $p_{T}$ resolution was calculated through the distribution of the ratio of track residuals by $p_{T}$, Equation 6.1, in each interval of the variables, $\eta$ and $p_{T}$. A gaussian function is fitted in the distribution and the mean value is used as the $p_{T}$ Resolution. For low values of charginos' $p_{T}$, $\lesssim 200 \mathrm{GeV}$,


Figure 6.15: Resolution of muon tracks' transverse momentum, the solid symbols represent half-width for $68 \%$ intervals and open symbols $90 \%$. The transverse momentum's resolution behavior relative to $p_{T}$ (left panel) in three regions of the Tracker: Barrel, Transition and Endcap, while the $\eta$ (right panel) plot shows three fixed momentum samples: $1,10,100 \mathrm{GeV}$.

Figure 6.16 (left panel) shows high values of resolution, probably related to lower Decay Lengths, since with lower transverse momentum the particle will travel less in the tracking before decaying, signaling less silicon layers and thus deteriorate the $p_{T}$ resolution. In the range of $200 \mathrm{GeV} \lesssim p_{T} \lesssim 1.000 \mathrm{GeV}$, the resolution is stable at around $\sim 7 \%$ before increasing again for higher transverse momentum values, as already discussed before, as the $p_{T}$ reaches higher values the trajectory approximates a straight line, difficulties a precise $p_{T}$ reconstruction. This result is in accordance with CMS's analysis, although in average we obtain higher values of the resolution.

In the right panel of Figure 6.16 the resolution is plotted as a function of $\eta$. Its behavior is stable is almost all the $\eta$ range, with $p_{T}$ resolution $\sim 7 \%$, besides an uprising at $|\eta| \sim 2.5$, expected due to the loss of precision of $p_{T}$ reconstruction near the endcaps of the tracker. A similar behavior is seen in Figure 6.15, showing the agreement between the results. Factors such as the decaying of charginos, fewer statistics to analyze than the article's serving as comparison, a less sophisticated fitting of the $p_{T}$ resolution contribute to higher values of resolution and more fluctuation. Nevertheless, the behavior of the parameters with the $p_{T}$ resolution agrees with the observed results of the paper.


Figure 6.16: Resolution of charginos track's transverse momentum as function of $p_{T}$ (left panel) and $\eta$ (right panel). The $p_{T}$ Resolution is calculated in each interval as the expected value of a gaussian fitting the $\Delta p_{T} / p_{T}$ (Equation 6.1) distribution.

## Chapter 7

## Conclusion

Initially, to understand how the tracking reconstruction is performed, a widely implemented algorithm in the CMS' Tracker System was studied, the Combinatorial Kalman Filter. A toy model detector of 10 concentric, equally spaced layers was considered, events containing $15 \pi^{ \pm}$s were used, and a CKF track reconstruction algorithm was implemented from scratch, resulting in $40 \%$ of the tracks of the events being correctly reconstructed by it.

Following the CKF implementation, a study of CMS' reconstruction of possible disappearing tracks was performed through the CMSSW's framework. 10,000 events containing charginos decaying to untracked particles were generated, and the $\tilde{\chi}^{ \pm}$'s tracking reconstruction efficiency (the percentage of trackable charginos that were reconstructed correctly) was analyzed. A $70 \%$ reconstruction efficiency was obtained, indicating that it may be possible to identify such signals in data from the upcoming Runs of LHC. Background rejection is one of the parameters yet to be analyzed by future avenues of research, as well as investigating other possible signatures of disappearing tracks, involving other BSM particles decaying to SM and DM. Further improving such studies could be one possible way of pioneering detection of dark matter in high energy particle colliders.
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[^0]:    ${ }^{1}$ In the Yang and Mills article the hadronic isospin was interpreted as $t$, but in the Electroweak framework we are dealing instead with the weak isospin.

[^1]:    ${ }^{1}$ This project focuses on $p p$ collisions, however collisions with Pb ions also take place at LHC and are investigated by all its experiments.

[^2]:    ${ }^{2}$ Although the estimates were that the output of HLT should be at maximum 400 Hz , the increasing processing power of CPUs available in the market exceeded the expectations, allowing a storage rate of 1 kHz .
    ${ }^{3}$ In the case of neutrinos, statistical estimates can be calculated based on the processes detected in CMS directly to infer the amount of neutrinos are expected to be present in the event.

[^3]:    ${ }^{1}$ Particle Colliders and Concept of Luminosity

[^4]:    ${ }^{2}$ The function scipy.integrate.RK45 from SciPy was used.

[^5]:    ${ }^{3}$ Implemented with SciPy's function scipy.optimize.least_squares.

[^6]:    ${ }^{4}$ More information about the platform can be found in Kaggle's website.
    ${ }^{5}$ TrackML Particle Tracking Challenge.

[^7]:    ${ }^{6}$ The repositories containing the Kalman Filter implementation and the analysis presented in the following Chapter can be consulted on my GitHub profile.

[^8]:    ${ }^{1}$ MG5's version 3.1.1, documentation at MadGraph5_aMC@NLO's website

[^9]:    ${ }^{2}$ Pythia's version 8.243, documentation at Pythia's website.

[^10]:    ${ }^{3}$ Geant4's version 10.4.3, documentation at Geant 4's website

[^11]:    ${ }^{4} \mathrm{~A}$ low value of pile up compared with present values.

[^12]:    ${ }^{5}$ If there exists a reconstructed vertex already in this stage of reconstruction.

[^13]:    ${ }^{6}$ The trigger path used for Disappearing Tracks searches was HLT_MET105_IsoTrk50, available in several HLT menus in 2018, including in /online/collisions/2018/2e34/v3.5/HLT/V10.

