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Abstract

This paper describes a capacitance system for tomographic imaging of two-phase flows. Numerical simulations
based on the finite e¢lement method provided the capacitance values berween the electrode pairs for different
spatial flow distribution. A linear back projection algorithm was used to reconstruct the cross section imuge of the
two-phase flow from the capacitance values. Some reconsiructed flow images (stratified. annular and droplets)
obtained using this algorithm are presented and discussed. Further efforts are undertaken (o improve the filtering
technigue applied to the back profection algorithm. Limitations and possible future improvements of this technigue
are discussed.

Keywords: Two-Phase Flow. Tomography. Image Reconstruction Algorithm, Numerical Simulation.

Introduction

The problem of determining the effective transport properties of multiphase systems has attracted
the attention of many researchers. There are no exact analytical predictions of the effective properties of
random multiphase systems for arbitrary phase properties and volume fractions, even for some simple
problems (Kin and Torquato, 1990). Description of the interfacial structures and its time evolution, as
well as the gradients which control the transfer of mass, momentum, and energy at these phase
boundaries represent a challenge for the future of two-phase flow analysis. Light scattering, chemical,
photographic, ultrasonic and electrical measurement methods have been proposed and/or used to
investigate the interfacial area concentration. These methods are limited and answer only part of the
problem. Measurement of the interfacial velocity itself is extremely difficult in most two-phase systems
and has not been used for direct determination of the interfacial area concentration (Lin et al,, 1991).
The tomographic technique may be applied to multiphase flow in order to overcome the measurement
limitations discussed above. Some industrial applications of this technique are discussed by Dickin et
al. (1992), Huang et al, (1992) and McKee et al. (1993).

Tomography is normally known as a radiological technique for obtaining clear X-ray images of
deep internal structures by focusing on a specific plane within a body. Barber et al. (1983) and Seager et
al. (1987) presented a method to produce tomographic images using electrical resistivity, which might
have applications in medical diagnosis. Research and development of electrical impedance computed
tomography has been undertaken in geological area (Dynes and Litle, 1981), also by using an electrical
resistivity technique, In the traditional computed tomographic technique, sensors are high energy X-
rays with straight ray paths which are independent of the medium being examined. In contrast, the
current paths and equipotential surfaces of the electrical impedance tomography are functions of an
unknown impedance distribution (Yorkey et al., 1987).

Some studies applying tomography to the investigation of multiphase flows (MacCuaig et al,, 1985)
have used Gamma-rays to obtain three-dimensional density maps of laboratory scale fluidized beds. The
X-ray computed tomography techniques have been applied to fluidized bed density imaging (Banholzer
et al., 1987) and to multiphase flow (Vinegar and Wellington, 1986). Hussein and Meneley (1986)
applied neutron tomography to two-phase flows. Plaskowski et al. (1987) described the application of
Manuscript recelved: November 1995, Technical Editor: Carlos Alberto Carrasco Altemani
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the ultrasonic technique to multiphase flow imaging. Process engineering studies involving impedance
tomography include capacitive transducers imaging of oil-gas flows (Huang et al., 1992), fluidized beds
(Fasching and Smith Ir., 1991), and capacitive and resistive imaging of dense-phase pneumatic
conveying (McKee et al., 1993). Geraets and Borst (1988) showed the advantage of the capacitive
transducers over the resistive ones.

Two-phase flow impedance tomographic methods are actually sequential hardware processes, where
all electrode pairs are scanned by only a single transducer. In a parallel tomography system (Bele,
1995), each electrode has its own intrinsically stray-immune capacitance transducer. Then, when an
electrode is excited with the input signal, all other electrodes are ready for output signal measurements.
This parallel system, associated with a high frequency transducer, allows faster data acquisition and
better imaging resolution.

Different methods of image reconstruction for electrical impedance tomography systems have been
proposed. Yorkey et al. (1987) examined some image reconstruction methods including the perturbation
method used by Kim et al. (1983), the equipotential lines method used by Barber et al (1983) and the
variational method developed by Kohn and Vogelius (1987). The main problem in image reconstruction
is that the electrical field sensitivity distribution depends on the phase distribution. Actually, the most
used image reconstruction method for capacitive tomography systems is the back projection algorithm
described by Herman (1979). This method can be improved either by filtering (Huang et al., 1992) or
by calibration (Fasching and Smith, 1991).

Figure 1 shows schematically the principal steps of the electrical capacitance tomography system
and the back projection algorithm used for image reconstruction. The back projection algorithm is
based on the solution of two problems, the forward problem and the inverse problem, The forward
problem is based on the determination of the electrical field inside the tomography sensor as a function
of the sensor geometry and the phase distribution. Usually the forward problem is solved by a finite
element method to obtain the capacitance values between the different electrode pairs. By changing the
phase distribution inside the sensor, the capacitance sensitivity distribution of the tomography system
may be obtained. The inverse problem consists in the determination of the spatial phase distribution
inside the tomography sensor, that is the flow image, from the capacitance measurements, Due to the
limited number of capacitance measurements, the image may only be reconstructed by using some
approximate method. In the back projection algorithm, the reconstructed image is obtained from the
capacitance measurements and the capacitance sensitivity distribution,
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Fig. 1 Flow Chart of the Electrical Capacitance Tomography System

In this work the linear back projection algorithm is described, Some numerical simulations using
the finite element method were performed to obtain the theoretical capacitance values, instead of the
capacitance measurements, for different two-phase {low patterns. The two-phase flow images were then
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reconstructed by using the linear back projection algorithm. The improvement of the image resolution
was obtained through a filtering technique.

Finite Element Model

In this study the capacitance between different electrode pairs is obtained numerically by using a
two-dimensional finite element model. The electrostatic field problem can be represented by the
following Laplace’s equation:

‘?.[Eae{x.y]Vﬂx.y]]=0 ()

where ¢(x,v) and g(x y) are, respectively, the two-dimensional electrostatic potential and the
dielectric constant distributions and £, is the free-space dielectric constant.

The boundary conditions imposed by the measurement technique, when the electrode / is the source
electrode (i=1,#), are:

¥.., (x.viel
o vt (2)

0 . (xy)el
where ¢, represents the spatial locations of the n electrodes around the external surface of the sensor

and . is the potential applied to the source electrode. Figure 2 shows a capacitance sensor with 8
electrodes around a glass pipe.

3 2 L ELECTRODES
4 1
GLASS PIPE
5 B
6 7

Fig.2 Schematic Representation of an B-Electrode Capacitive Sensor

As it was mentioned before the forward problem is based on the determination of the capacitance
values for a known distribution of the dielectric constant, that is for a given distribution for the gas
&g =1, and the liquid (£ =a&u, components. For an B-electrode sensor, there are 28 independent
capacitance values for all possible combinations of electrode pairs. The first step in dealing with the
problem is the solution of Eq. (1) in order to obtain the distribution of¢rx.y). Since the flow
distribution is usually very irregular, there is no analytical solution to Eq. (1). Therefore a numerical
method, like a finite element method, must be used.

In this work the commercial finite element computer code ANSYS was used 1o solve the electrical
field inside the capacitance sensor. The region shown in Fig. 2 is divided into P (P=968) three-nodes
triangular elements corresponding 1o Q (Q=529) nodes. The finite element mesh is shown in Fig, 3.

After solving node electric potentials, the capacitance between each electrode pair /- can be
determined by performing numerically the following integration;

&,
Cy=L  [atxy)98,(x.y)dr, 3)
& (:.y)ef‘_,
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where ¢, x, v, is the two-dimensional electrostatic potential distribution when electrode / is the source
electrode.

Fig. 3 Finite Element Mesh for the Capacitance Sensor

Capacitance Sensitivity Distribution
The finite element model previously described is used to calculate the capacitance sensitivity

distribution needed for the image reconstruction algorithm (see Fig. 1). The input data required for the
finite element calculations are presented in Table 1.

Table 1 Input Data for the Finite Element Calculations

Data Description Value
R1 Internal pipe radius 46.5 mm
R2 External pipe radius 50.0 mm

g Electrode angle 459

£ Gas dielectric constant 1
£

£ Liquid dielectric constant 80

£ Pipe dielectric constant 4
P

The capacitance sensitivity of the kth in-pipe element (a finite element inside the pipe) can be
determined by assigning to this element the dielectric constant of the liquid and to all others in-pipe
elements the dielectric constant of the gas. In the present model there are 800 in-pipe finite elements
and 168 finite elements representing the pipe wall. The capacitance sensitivity distribution for the
electrode pair i-f is defined as:

)[CI.J'(U i ij]
CII.J' i Cf.f

sk
S, (k)= )

where G ;(k) is the capacitance when the th in-pipe element has the dielectric constant of the liquid
and all others in-pipe elements have the dielectric constant of the gas, 7, and Cf, are respectively
the capacitance when the pipe is filled with gas and with liquid and gk} is the area correction factor
related to the kth in-pipe element. The area correction factor is the kth element area divided by the mean
element area (total area divided by the number of elements).
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Due to the sensor symmetry, only four capacitance sensitivity distributions need to be calculated,
They are S, (sensitivity distribution of an adjacent electrode pair), S, (that of an clectrode pair
. separated by one electrode), S, 4 (that of an electrode pair separated by two electrodes) and S, 5 (that of a
diagonally separated electrode pair). This can significantly reduce the computational time, since the
other 24 sensitivity distributions can be obtained by a simple transformation (the centre of the pipe
being the centre of rotation) of the type:

Smn = R(S,J:r] (3)

where R{;) is an operator representing the aforementioned transformation. It other words Sn, can be
obtained by rotating S,, anticlockwise by y degrees. Table 2 presents the capacitance sensitivities

associated to Eq. (5).

Table 2 - List of the Other 24 Sensitivity Distributions as a Function of the 4 Typical
Ones and the Corresponding Rotational Angle.

Sy 45" 90" 138° 180"  225°  270° 315
S12 Saa Saa Sus Ssa Saz S7a Sis
S1a Sa4 Sas Sae Ss1 Ses Sy7 Sze
S14 Sas Sas Sa7 Sss Sis Sz7 Sss
Sis Sz Saz Sap

The four typical sensitivities distributions S, ; to S; 5 are shown in the Fig. 4. It can be observed that
the capacitance sensitivity is higher near the pipe wall than in the middle of the pipe. In some areas the
sensitivity exhibits positive response, whereas in others it is negative or zero.

Fig. 4 Capacitance Sensitivity Distributions for the Four Typical Electrode Pairs
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Simulation of the Capacitance Measurements

The finite element model is used to simulate various gas-liquid distributions in the capacitance
sensor. The corresponding responses of the sensor, namely, the 28 capacitance data, are then
determined to supply the flow data for the image reconstruction algorithm. Different flow regimes, such
as stratified flow, annular flow, bubbly flow and droplet flow can be produced by assigning the
corresponding values of the dielectric constant to each of the in-pipe elements. Flows of different liquid
concentration ( /), and different number and size of bubbles or droplets can be generated. Three flow
distributions were studied in this work: stratified flow ( g =0.50), annular flow ( # =0.36) and droplet
flow ( 8 =0.08). Fig. 5 shows the corresponding 28 normalised capacitance, defined as:

_CE
A ———n’—q' G, (6)

L
Cf’.f B Cf.!

where C,':, is the capacitance measurement for the gas-liquid distribution.
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Fig.5 MNormalized Capacitance Data for Different Flow Regimes

For a lincar system (for example, X-ray tomography) the normalised data should fall within the
interval [0,1]. But for a non-linear system values of a, , either negative (under-shooting) or greater
than one (over-shooting) could occur, The magnitude of thlc over-shooting is, in general, larger than that
of the under-shooting. This non-linearity in the capacitance data is due to the effects of the distribution
of the dielectric constant. The presence of the pipe wall and the gas-liquid mixture will redistribute the
electric flux lines in the sensor. This redistribution may cause some electrodes to absorb more (or less)
electric flux lines compared to the case where the pipe is filled with liquid (or gas), resulting in over-
shooting {or under-shooting) effects.

Image Reconstruction Algorithm

As it is shown in Fig. 1, the two-phase imaging system is based on the image reconstruction
algorithm. A reconstructed flow image is obtained from the capacitance measurements, by using the
capacitance sensitivity distribution. The inverse problem is to determine the distribution of the dielectric
constants of the gas-liquid mixture from the measured capacitance values, that is, to find the inverse of
Eq. (3). It should be pointed out that there is no analytical solution to such an inverse problem,

To solve the inverse problem for capacitance tomography, some approximate methods are needed.
Note that the number of unknown parameters in the system (the 800 image pixels) is greater than the
number of known parameters (the 28 capacitance measuremenis). Thus the system is underdetermined.
Some prior knowledge of the system, such as the capacitance sensitivity distribution, should be
supplied to solve the problem.

An image reconstruction algorithm based on a simple back projection method was used for the
capacitance tomography (Xie et al., 1989). The reconstructed image may be represented by pixel gray-
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level used to approximate the dielectric constant distribution. The gray-level is determined from the
following equations:

N-I N
Gok)= WY, "D ASy(k) (7

where

wr(ZE 5]

Note that W7k} is the weighting factor used to compensate for the effects of non-uniform sensitivity

distribution on the values of pixel gray level. The plot of Wrk) for the proposed capacitance sensor is
shown in Fig. 6.

i\
i‘# e \\\
4 .# ,,'.nu'\\\\\ Y
” kﬂk 'f""":"“‘“‘ LR \\
f;{ ‘f#::‘wm}
=s"~'i£:':.:"“""::‘ 1&‘ 5
t,,m» AR “ ks

ZX

Fig. 8 Distribution of the Weighting Factors for Pixels

For a linear system, the image gray-level should fall within the interval VS G(k)< /. Since a
capacitance tomography system exhibits non-linearity, both », and Gfk) may show overshooting
(larger than 1) or undershooting (smaller than 0) values. The images reconstructed by the back
projection method are always dominated by artifacts arising from clements of low gray levels.
Therefore, some processing on G(kJ is needed before the gray-level image is displayed. Overshooting in
Grkj is eliminated by using the following truncation operation in Eq. (7):

Ayel if Ayl 9

A threshold operation is used to eliminate undershooting. It has been observed that the level of
thresholding depend upon the flow (dielectric constant) distribution and the liquid concentration, To
establish a suitable threshold level some knowledge of the flow pattern should be introduced. such as
the liquid concentration, f,, , obtained from the capacitance measurements. A procedure for controlling
the degree of thresholding on the basis of the estimated f,, is described below.

As the system is designed to reconstruct only a two-component flow image, the grey levels after
thresholding G,(k) have only two values, say 0 and |, thus:

0 if Gtki<i

G‘(U:L if Grk)zt

(10)

where (0 <1 < /) is the threshold level.

The concentration f, estimated from the post-thresholding pixel elements G, (k) is given by;
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m
e
A, =;§cr,m ()

where m=800 is the number of pixel elements.

When the absolute value of the difference between the concentration estimated from the capacitance
measurements 3, and the post-thresholding estimate {3, is smaller than a chosen small value the
thresholding procedure is completed.

To illustrate the effectiveness of this algorithm, Fig. 7c shows the reconstructed image of a stratified
flow (}=0.50) using the normalized capacitance data shown in Fig. 5 and a threshold level r=0.07. The
reconstructed image with filtering resembles closely the flow model shown in Fig. 7a. The image
reconstructed without the threshold operauon is presented 1in Fig. 7b, showing poor fidelity in
comparison with Fig, 7c.

Fig.7 Image Reconstruction of Stratified Flow. (a) Finite Element Flow Phantom, {b) Reconstructed Flow Without
Filtering, (c) Reconstructed Flow With Threshold Filtering (#=0.07)

Figure Be shows the reconstructed image of an annular Mow (f =0.36) using the normalised
capacitance data shown in Fig. 5 and a threshold level =0.85. Again, the reconstructed image with
filtering resembles closely the flow model shown in Fig. 8a. The image reconstructed without the
thr&sl];qld I(;peratiun is shown in Fig. 8b. It should be noted the poor fidelity of this image in comparison
with Fig. Be.

Fig. 8 Image Reconstruction of Annular Flow. (2) Finite Element Flow Phantom, (b} Reconstructed Flow Without
Filtering, (c) Reconstructed Flow With Threshold Filtering (#=0.85)

Figure 9¢ shows the reconstructed image of a droplet flow ( =0.08) using the normalised
capacitance data shown in Fig. 5 and a threshold level =0.035. The reconstructed image without
filtering (shown in Fig. 9b) is dominated by low gray-level anifacts. After threshold filtering, the
reconstructed image is shown in Fig. 9c. In this case. even though the liquid concentration is correct,
the droplets distribution in the reconstructed image are not predicted accurately. This distortion may be
explained by the non-uniform sensitivity distribution inside the sensor. The region rear the wall has a
higher sensitivity then a region in the centre of the sensor. Then, in the reconstructed image, the
droplets have their position shifted toward the wall.
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Fig. 9 Image Reconstruction of Droplet Flow. (a) Finite Element Flow Phantom, (b) Reconstructed Flow Without
Filtering, {c) Reconstructed Flow With Threshold Filtering (t=0.035)

Conclusion

A useful image reconstruction method for two-phase flow capacitance tomography sysiems has
been developed. This method is based on the fact that the phase distribution, or the dielectric constant
distribution, may be approximated within the sensor by using only boundary capacitance measurements.
The finite element method was used to solve the forward or direct problem, Using a sufficient large
number of elements (968 in the present case), the numerical solution of the electrical potential field
converges lo the exact solution. The nverse problem was solved using a lincar back projection
algorithm. The poor spatial resolution of this method may be attributed to both the non-linear
relationship between the capacitance and the dielectric constant and the limited number of independent
capacilance measurements. The proposed threshold filtering technique should improve the image
reconstruction results. A great computational effort was necessary for the solution of the forward
problem and the sensitivity distribution determination. Once this function is known for a given sensor
geometry and fluid dielectric properties, the computational effort needed to reconstruct the flow image
1s sufficiently reduced so that an on-line monitoring of the two-phase flow distribution might be
possible.
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Abstract

A numerical model based on normal dipole panels with constant sirength distributions is proposed in order to
solve the linearized unsteady motion of the thin airfoil in incompressible inviscid flow. The direct relationship
between vortices and normal dipole panels with constant strength distributions is employed, with the specific aim
af simplifving the numerical implementation of circulation conservation. force calculation and vortex shedding
The suggested method is fast and general Classical unsteady thin airfoil problems are solved by the present model
and the results are shown to compare well with analytical results.

Keywords. Thin Airfoils. Unsteady Flaw. Normal Dipole Panels.

Introduction

Notwithstanding the relative simplicity of the unsteady motion of a thin airfoil in incompressible
inviscid flows, a large amount of work has been done since the early classical studies carmed by
Theodorsen (1935), von Karmdn (1938), Kissner, Sears and Wagner (Bisplinghoff, Ashley, Halfman,
1955). Extentions of these classical analytical studies are intensively employed nowadays in
engineering calculations, as cited in McCune, Lam and Scortt { 1990), where Wagner's integral equation
is modified in order to allow for large amplitude airfoil motion, wake deformation and roll-up.

Basically the classical works can be classified into four admittance functions as follows (Yates Ir.,
1985): Theodorsen function. C(k), for an airfoil oscillating in an uniform freestream, where & is the
reduced frequency parameter; Sears function for a stationary airfoil in an oscillating gust ficld, Wagner
function, ®(s), for step changes in angle of attack or forward speed, and Kissner function, (s}, for an
airfoil penetrating a sharp-edge gust In the last two cases, the symbol s stands for distance in
semichords traveled by the airfoil after the step change in angle of attack or gust entrance. In fact,
Wagner's and Theodorsen's functions, just as Sears' and Kissner's funclions, are related by means of
Laplace transformations (Garrick, 1957),

— Nomenclature

c = airfoil chord U. =undisturbed flow velocity &8¢ = velocity potential

C(k) = Theodorsen function X,Y.Z= cantesian coordinates difference

f = nondimensional Z, = transversal b = bound vortex intensity
aerodynamic force displacement of the @(s) = Wagner function

j = unitary vector along Y chordline 1] = perturbation velocity

k = reduced frequency * = vector product potential
wcl(2Uy) I =vorex intensity ¥ = Kissner function

n = unitary vector normal to At =time step 0 = angular frequency of
the airfoil AX = panel lenght harmonic oscillation

s = distance in semichords 8C, = pressure coefficient i = panel number

t = time difference m = time step

Uy = total velocity

The effect of the thickness of airfoils in small-amplitude, simple harmonic motion has been studied
by Van De Vooren and Van De Vel (1964) using airfoil circle conformal mapping techniques. It is well
known that for both steady and unsteady flows, the thickness will increase the lift coefficient of airfoils
while viscosity, on the contrary, will decrease it. This fact, although fortuitous, justifies at least in part
the study of thin airfoils. In the sixties, Giesing (1968) solves the problem of the unsteady airfoil in
Manuscript received” August 1996. Technical Editor: Carfos Alberto Carrasco Altermani
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nonlinear potential flow by the very general panel method of Hess and Smith (1966). In the work of
Giesing, the so called nonlinear effects are due to airfoil thickness, amplitude of motion, frequency of
oscillation, gust magnitude and wake deformation. [t should be stressed, however, that, strictly
speaking, the only nonlinearity in the problem arises from the wake, that is, to find the wake shape
involves a nonlinear process. The nonlinear effect relative to airfoil thickness comes indeed from
boundary conditions.

Aside nonlinear effects, it is argued by Basu and Hancock (1978) that two Kutta conditions are
required in order to obtain a satisfactory solution of the problem in hand. However, for general unsteady
motions it is possible to obtain numerical solutions by imposing either the condition of finite velocities
about the trailing edge or the condition of zero loading about the trailing edge. The main difference
between Giesing and Basu and Hancock solutions for the Wagner problem is the fact that the former
does not satisfy the zero loading condition (Basu, Hancock, 1978)). It is worth to point out that the two
Kutta conditions referred above are satisfied by cusped trailing edge profile problems with nonlinear
boundary conditions or thin airfoils in unsteady flow. Since the amplitude of motion for airfoils are
realistically bounded by stall phenomena and nonlinearities due to profile thickness and wake shape are
limited and well behaved in nature (Giesing, 1968), (Katz, Weihs, 1978b, 1981), at least for a single
clement airfoil (Rokhsaz, Selberg, Eversman, 1991), a numerical tackling of thin airfoil in unsteady
motion becomes interesting due to its high versatility in dealing with many kinds of unsteady boundary
conditions and low computational cost.

The main objective of the present work is to propose a simple and efficient numerical method to
handle the problem of a thin airfoil in arbitrary motion. Additionally, the modeling may also be applied
to airfoils with chordwise flexibility or compliant mean camber line. The basic limitation of the
proposed procedure is the two-dimensional potential linearized theory; on the other hand, only
fundamental concepts of fluid mechanics like free and bound vortices are employed. The direct
relationship between vortices and normal dipole panels with constant strength distributions is
emphasized and is the base of the suggested numerical model. Lift force, pitch moment and the leading
edge suction force are obtained, from acrodynamic basic principles. The method can be applied in a
straightforward manner 1o oscillating-wing propulsion studies as it is established in De Laurier and
Winfield (1990) and, with minors reference frame modifications, as done in Katz and Plotkin (1991),
regarding free vortex wake shape, boundary conditions and Bernoulli equation, to foils in a large
amplitude curved path (Katz, Weihs, 1978a).

Analysis

Mathematical Model

Consider a two-dimensional thin airfoil moving along the negative X-axis in an incompressible
mviscid fluid. Pitching and heaving motion, as well as chordwise flexibility or a compliant mean
camber line can cause displacements of points on the airfoil from its average trajectory. The undisturbed
flow velocity and reference length (airfoil chord) are made unitary and an arbitrary perturbation
velocity, compatible with the linearization hypothesis, may be superimposed on the undisturbed flow in
order to simulate gust profiles. For an irrotational flow the nondimensional perturbation velocity
potential, ¢, is described by the following system of equations,

%=%+% X sy (2a)

Vg 0as|X||Z]| > (2b)
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where Za represents the instantaneous small transversal displacement of the chordline, and the Z-axis
points upwards; the chordline spans over the X-axis from 0 to 1. Equation (1) expresses mass
conservation. Overlooking any possibility of lag in the adjustment of the flow at the trailing edge, X=1,
the Kutta hypothesis of finite, continuous velocities and pressure is applied (Bisplinghoff, Ashley,
Halfman, 1955), (Katz, Weihs, 1981). Having solved Eq. (1) for ¢, the pressure coefficient jump, 8Cp,
on airfoil and wake is obtained with the help of the linearized Bernoulli equation,

; asp oo
o =_2[E+ At ] @

where 8¢ stands for the velocity potential difference between upper and lower sides. To assure pressure
continuity over trailing edge and wake Eq. (3) is written as:

D&:%‘{-@:(} (4)

Dt ét

where D/Dt denotes the substantial derivative, Equation (4) guarantees that 8¢ at every point in the
wake remains constant if displaced with the undisturbed flow velocity. This property, in fact a
linearized version of Kelvin's theorem, will be employed in the proposed numerical model in order to
assure Kutia and free wake conditions in the limits of linearized theory.

Numerical Model

The numerical model here proposed is somewhat similar to but not the same as the "marching-
vortex" cancept. It is taken into account three concepts well-known from the aerodymamicists; first the
impulsive generation of vortices in perfect fluid; second the relationship between a vortex pair and the
potential jump along the line that joins them and third the numerical solution of a thin airfoil by normal
dipole panel singularity. The first two concepts are presented and discussed in von Karméan and Burgers
(1976). The last one the reader can find it in Katz and Plotkin (19991). The motion begins from an
impulsive start with the subsequent generation of a vortex wake modeled by a sequence of discrete
vortices shed at equal time intervais. In this work the wake is convected downstream with free flow
velocity, however, a nonlinear wake shape may be obtained by calculating the velocity on each free
vortex. The steady state motion, if it exists, is obtained asymptotically. The sequence of events of the
numerical procedure is summarized in Fig. | and its steps are described below.

At time t=0 the airfoil chord is divided in a convenient number of small and equally spaced panels,
three in Fig. 1. Over each panel an unknown constant strength normal dipole distribution is assumed. At
t=0", on each panel central point, the boundary conditions are exactly satisfied by a classical panel
method solution of the Neumann problem. This impulsive motion produces a constant strength normal
dipole distribution, 8¢°, where subscript and superscript indicate the panel number and initial time step
respectively. Due to the equivalence between a constant strength normal dipole panel and a counter
rotating vortex pair placed at its edges, whose intensities are 8¢° I, = % 8¢°, the constant strength
normal dipole distribution of each panel can be transformed into bound vortices. For the leading and
trailing edges, Z%=I" and ¥"= -I'’; respectively, while for inner adjacent panel edges the bound
vortices intensities are X% =I" - I",,, During the elapsed time interval At , the trailing edge bound
vortex becomes free and is shed with undisturbed flow velocity. At the next time =At" a new constant
strength normal dipole distribution is superimposed over the discretized airfoil in order to enforce again
boundary conditions. After replacement of the normal dipole panels by their equivalent counter rotating
vortex pairs, the bounded leading and trailing edges vortices are, now for the time step 1, L', = X% +
Iy and ¥'s = -T"'; respectively, while for the inner adjacent panel edges the bound vortices intensities
will be T',=T°% + (['j.- [''}.)). The newly created vortex at the trailing edge is shed, during time interval
At, as was the older one. This procedure generates a free wake in the form of a row of adjacent discrete
vortices.
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Fig. 1 Numerical Model - Sequence of Events

The numerical scheme is generalized for a time step m and chord discretization of n panels as:
- m—1 m
Z! £ (5a)

¥,

Z:'=zj'"+(r}’~rf_;) (5¢)
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for leading edge, trailing edge and inner adjacent panels, respectively. It should be noted that Kelvin's
theorem is automatically satisfied by the above described numerical scheme. This is so because after
cach time step the boundary conditions are again satisfied, through the panel method solution, by
constant strength dipole panels which are transformed in counter rotating vortex pairs. Thus, the global
velocity circulation around airfoil and wake remains constant and equal to zero.

To obtain the force on the airfoil at time step m the total velocity, U,, is cala lated at cach panel
edge, except for the trailing edge. Taking into account all bound vortices at cach panel edge, ™), with
direction perpendicular to the two-dimensional flow plane the nondimensional force, i, at the k panel
and m time step is expressed as:

f,:“=2U,-z:';‘+2c%(5¢r Axn (6)

In Equation (6) j is a unit vector along Y, n is a unit vector normal to the airfoil camberline, symbol
* denotes vector product and AX is the panel length. Summing up all panel forces, the lift and suction
force coefTicients may be calculated by usual force decomposition, that is, normal to the undisturbed
flow and parallel to the profile chord respectively. The first term on the right hand side of Eq. (6) is a
numerical version of the Kuita-Joukowski theorem, whose demonstration, as i1 is applied in the present
work, is discussed in von Karman and Burgers (1976). The second term comes from unsteadiness and is
evaluated at each panel central point, Care must be exercised in order to proper evaluate pitching
moment, since the first force on the right hand side of Eq. (6) has as its application point the panel edge
whereas the second one is applied at panel's center point. Further in order to account for the fact that
bound vortices lie at the pancl's first quarter point, a proper shifiing of the pitching moment axis must
be made, The new position is AX/4 to the left.

In what concerns the suction force coefficient two remarks should be made. First, in spite of the fact
that each panel gets subjected to an elementary suction force, the sum of all these elementary forces has
the leading edge as its point of application. Secondly, it can be observed that, within the limits of
linearized theory, the leading edge suction is of the "flat plate" type, since this force may be obtained
from the coefficient of the first term in a bound vorticity Fourier serics development as proposed by
Glauert (Schlichting, Trukenbrodt, 1979).

Comparison with Exact Solutions

Numerical solutions to the four classical problems (as referred in the Introduction) are now
compared 1o analytical results. Since mathematical modeling and boundary conditions are the same for
both methods, eventual disagreements can be attributed to the singularity distribution or chord and time
discretization. In the present numerical calculations, panel singularity distributions, time integration and
derivatives are all of first order. Concerning chord and time discretization it is pointed out that they are
not completely free, as for gust problems for example, where airfoil chord must be suitably discretized.
The same point of view is extended to time discretization, that is, since the undisturbed flow velocity
and chord discretization define a reference minimum time step for transient problems, At = AX/U,,
then, from linearity and for unitary undisturbed flow velocity time step, At should be equal to AX.
However, for some problems, small variations in time step were made in order to obtain better results, It
has been also observed that the second term on the right hand side of Eq. (6) is very sensitive to the
value of the time step, in transient problems.

As a first example the time history of the circulatory lift, suction and drag forces for a flat plate
starting impulsively from rest at small angle of attack are compared in Figs. 2 and 3 with their
respective analytical counterpants. Calculations with coarse and fine chord discretizations, five and
twenty one equal panel elements respectively, are shown. A time step of At = 1.2 AX has been
employed, resulting in better agreement with analytical data than for time At = AX, specially for the fine
discretization. The time step influence is more pronounced at the beginning of the motion. The
nondimensional Tift curve shown in Fig. 2 is in fact Wagner's function, ®(s), while the drag curve in
Fig. 3 is obtained analytically by ®(s) - ®*(s) as reported in Garrick (1957). Nevertheless, from a
numerical point of view, the three forces referred above result from calculations employing Eq. (6), and
conveniently decomposed afterwards.
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The flat plate lift after penetration into a normal sharp gust is presented in Fig. 4, again for coarse
and fine discretizations. As can be seen, the agreement with Kilssner's function, ¥(s), is good, even for
a chord discretization of five elements. However, the two solutions deviate when the gust front is
passing by the trailing edge. This anomalous behavior is also present in the numerical solutions of
Giesing (1968) and Basu and Hancock (1978). Nevertheless, for the fine discretization Kiissner's
function overshoot is negligible small. Unlike Wagner's problem, in the present calculations the gust
front proceeds gradually from a control point to another at each time step increment, and is in
agreement with theoretical results starting at the first instant of time.
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The flat plate lift for a sinusoidal gust (the Sears' problem), with amplitude 0.2 times the
undisturbed flow velocity is presented in Fig. 5. Except at the beginning of run, where the free vortex
wake 1s finite, numerical results are quite good (for fine discretization and after a displacement of one
chord length). [t should be remaided that in the analytical model the vortex wake is infinite in length.
The periodic boundary conditions introduce another reference of time related to the wave length of the
periodic gust. In the present work, for k = 0.5, the referred wave length is greater than the chord
allowing one to use a time step At = AX, Small variations of At do not affect the results significantly,
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Fig. 5§ Lift Coefficient for a Sinusoidal Gust - Sears’ Problem. At = AX, k = 0.5,
gust amplitude is .20 limes undisturbed flow velocity,

Finally, in Fig. 6, lift, pitching moment and suction force coefficients are presented for the same
case studied in DeLaurier and Winfield {1990). The flat plate undergoes oscillatory midchord plunging
and pitching for k = 0.5, Pitching angle and plunging amplitudes are 0.1 radians and 0.5 per chord
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length respectively. As in Sears’ problem. the wave length of the periodic oscillation is great enough to
allow a time step At = AX. The same remark can be made concerning finiteness of the free vortex wake
at the beginning of numerical calculations,
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Fig. 68 Lift, Pitching Moment and Suction Force Coefficients for Plunging (h) and Midchord
Pitching («) Motions At = AX, k = 0.5, h = 0.5 sin{mt+x/2), o = 0.1 sin{wt)
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Final Remarks

This work may be considered as an extension of the simple lumped vortex method to the two-
dimensional flow case. The main advantage of this generalization is the possibility to study gust
problems or deformable surfaces. The present numerical model treats all problems as initial value ones,
then, for periodic motions, a minimum number of time steps must be considered in order to guarantee
that the transient effects die out. From a numerical point of view, due to the constant strength dipole
employed to solve the Neumann problem, the enforcements of circulation conservation, Kutta condition
and vortex shedding are simpler to establish in relation to other equivalent models. Finally, the
importance of the time step chosen, especially in transient or periodic high frequency problems, is
properly evidenced.
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Abstract

In this paper a numerical inviscid vortex method is applied to the unsteady, rwo-dimensional and incompressible
flow that occurs during a parallel blade-vortex interaciion. We use a vorticity-panel method, where the airfoil
bound vorticity is modeled as a discrete distribution of vortices having strength continuously and linearly
distributed over the airfoul surface. The impermeability condition 15 satisfied on the airfoil surface, whereas the no-
slip condition 15 not. The generation of the wake voriicity is accomplished with the equation of conservation of
circulation and the application of the Kutta condition, which imposes the continuity of the pressure field ai the
airfoil trailing edge. The vortices shed into the flow io form the airfoil wake are convected downstream with the
mean flow using a Lagrangian time-marching scheme. The main vortex that interacts with the airfoil is modeled as
a potential vortex. The numerical results are compared (v the experimental dasa of Straus et al. (1990), showing
good agreement for the entire flow, except when the vortex is close enough to the rrailing edge so that separation
OCCUrS.

Keywords: Aerodynamics, Airfoil, Blade-Vortex Interaction. Vortex Methods., Wakes.

Nomenclature
A = influence matrix of the p = pressure € = unit vectorin the z-
panel method S = surface of integration direction
¢ = airfoil chord t = time = local unit normal vector
C = airfoil contour of U = freestream speed
integration, or constant 4t = time step Subscripts:
in Eq. (33) A" = variation of circulationin =~ & = airfoil
C, = lift coefficient per unit a time step ij = summation indices
span I = vortex strength or k = wake vortices
Cm = pitching moment circulation lte = lower trailing edge
coefficient per unit span = velocity potential M = attimety
Cp = pressure coefficient e = numerical error o = att=0
h = smallest distance B = local angle between x- ute = upper trailing edge
between the airfoil and direction and 7 v = main vortex
the vortex p = flid density w = wake
K = interaction parameter y = bound vortex strengthor = = farupstream
Ks = apparent interaction vorticity in the boundary ~ ¢ = irrotational component
parameter layer @ = rotational component
{ = coordinate system along ii = velocity vector with
the airfoil contour coordinates (u,v) Supercripts:
L lift per unit span T = position vector with e = exact
M = pitching moment per coordinates (x.y) n = numerical
unit span ——_— it : ' = evaluated on the
N = number of panels B % yarticRy yachx with surface of integration S
P = path of integration in Eq. coordinates (0,0,w) or contour C

(13)

Introduction

Unsteady flows over airfoils occurs very often in aerodynamics. One commonly encountered
situation is the flow around a helicopter rotor, known as Blade/Vortex Interaction (BVI), where the

Manuscnpt received: August 1996, Technical Editor: Angela Qurlvia Nieckele
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vorticity generated on a blade’s surface is shed from its edges to form a thin wake, which rolls up into
finite-cored vortex filaments, the tip (or trailing) vortices. Under certain operating conditions, a tip
vortex generated on a rotor blade impinges at an angle on the next approaching blade, producing an
interaction that depends on the angle between the vortex’s axis and the blade's axis. When the vortex’s
axis is perpendicular to the blade’s axis the flow is nominally steady and three-dimensional. When the
vortex's axis is parallel to the blade’s axis the flow is unsteady and two-dimensional. In any case, the
interaction causes noise, vibration and a strong influence on the blade's acrodynamic performance. We
will consider here the aerodynamics aspects of the parallel BVI case, since this interaction affects the
flow around the entire blade and causes a strong noise effect (George, 1978).

Numerous studies of unsteady separated flows over airfoils and the numerical simulation of wakes
have been published. Numerical work has been done for incompressible flows around airfoils under
stall conditions, where the models use formulations with different degrees of sophistication, ranging
from (source-based} inviscid methods (Simdes, 1993) to (vortex-in-cell) viscous methods (Giannakidis,
1996). More specifically, the parallel BV] phenomenon have been simulated using finite-difference
schemes that accounts for compressibility effects. Representative papers of this class are the ones by Rai
(1987) and Srinivasan and McCroskey(1989). Panaras {1987), Poling et al. (1989), Lee and Smith
(1991), Chacaliana et al. {1995) and others have applied discrete vortex methods coupled with complex
variable theory or panel methods to analyze the case where the parallel BV] flow is incompressible.
Recent review articles on unsteady incompressible flow over airfoils and the numerical simulation of
wakes and BV] have been written by McCune and Tavares (1993) and Mook and Dong (1994). On the
other hand, most of the experiments carried out so far deal with noise measurements instead of the
aerodynamics of the BVI1. A very detailed set of mean pressure measurements on the surface of a NACA
0012 airfoil were performed by Straus et al. (1990), where the evolution of the lift and pitching moment
coefficients with time were presented.

The objective of this paper is to apply a numerical, inviscid, vortex method to simulate the
unsteady, two-dimensional and incompressible flow that occurs during a parallel blade-vortex
interaction. We use a panel method to discretize the airfoil bound vorticity, where each panel has a
linear and piecewise-continuous distribution of vorticity. The impermeability condition is enforced on
the airfoil contour, but the no-slip condition is not. We impose the Kutta condition through the
continuity of the pressure field at the airfoil trailing edge, which, combined with the condition that the
circulation in the whole flow must be conserved, provides a model for the vorticity generation at the
trailing edge. The vortices shed into the flow to form the airfoil wake are modeled as potential vortices.
The main vortex that interacts with the airfoil is also modeled as a potential vortex. All the vortices in
the flow are convected with the mean flow using a first-order Lagrangian lime-marching scheme. The
results of the computations are compared to the experimental data of Straus et al. {1990). The next two
sections describe the mathematical and the numerical models, respectively. In the last section we
present and discuss the results.

Mathematical Model

Our mathematical model considers the main vortex, that interacts with the blade, to be a 2-D
potential paint vortex with constant strength I (clockwise rotation is considered positive) and position
(x.{t),y(1)), which moves in a uniform flow with freestream speed U,. The blade is modeled as a 2-D
airfoil that has chord length c. Figure | shows the flow geometry and the cartesian coordinate system
used.

We assume the flow to be unsteady, incompressible, and inviscid. The flow is also assumed to be
rotational due to the vorticity contained in the main vortex, in the airfoil boundary layer, and in the
airfoil wake, For such flow the velocity field U = (u,v) must satisfy the continuity equation

Vou=0 (1)
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Fig. 1 Schematic Drawing of the Flow Geometry

and the boundary conditions

u— U, at infinity (2a)
u'n=0 on the airfoil surface (2b)
where i is the local unit normal vector on the airfoil surface pointing into the fluid region.
The total vorticity @ in the flow is defined as
(3

w=Vxiy

Following Batchelor (1967), the velocity field in Egs. (1), (2) and (3) can be decomposed into a

potential flow component, U, and a rotational flow component, 1, according to

= g+ iy )

The rotational flow component satisfies the following equations

Vi =0, Vxiiy=d (5)

this component vanishes at infinity and has a non-zero normal component on the airfoil surface. As it
will be seen in Eq. (10), this component will be canceled out by part of the potential contribution to the
velocity field, so that Eq. (2b) is satisfied. Inversion of Egs. (5) allows us to write u, in terms of @ for

2-D flows as
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Emf§.fJ=J; j‘ Of X, 1) %{X—X JdS(f‘J (6)
s

2 ey
X=X

where % is the position vector of a paint in the flow and X’ is the position vector of a poinl on the
surface of integration S, with non-zero vorticity.

The potennial flow component satisfies

and can be broken up into

u‘, . Eﬂ + Um (8)

where both, the companent due to the perturbation caused by the airfoil, \1,, and the freestream
component, {7, . satisfy Eqs. (7). The freestream component automatically satisfies Eq. (2a), whereas
the airfoil component vanishes at infinity, Equations (7) define a potential flow withT, =V | where the
{scalar) velocity potential ¢ is a solution 1o Laplace's equation

Vig=10 9)

The velocity field wu, is determined uniquely by specified values of its normal component on the
airfoil surface, which ensures that the impermeability condition (Eq. (2b)) is satisfied and couples the
velocity components through the equation

A=V n=—Ug iy 7 (10)

The flow assumptions simplify the momentum equations to the Euler equations. The curl of the
Culer equations produces the inviscid vorticity transport equation for the vorticity field, which is given
by

Dw  dw
—s—+u- Vo =0 (11}
Dt t

In a two-dimensional flow the vorticity vector has only one non-zero component, namely the
component normal to plane of the flow. As a consequence, Eq. (11) turns out to be a scalar equation,
and the term responsible for the stretching and tilting of the vortex lines is identically zero. It should
also be noted that Eq. (11) implies that the vorticity of each fluid particle is constant with time, and that
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the total circulation in the flow is conserved. This allows us to use a Lagrangian time-marching scheme
to convect each fluid particle with non-zero vorticity according to

§= urx(t)e} (12)

where X is the particle position and 1 is the velocity induced by the entire flow at the particle position,
excluding the velocity induced by the particle itself.

Integration of the Euler equations gives rise to the unsteady Bernoulli equation, which can be
written in terms of the pressure coefficient €, as

C,,-%:)—H’*zﬁ:;—ia["-ziji-.i*} (13)
12pU2 a at J

being p the static pressure at any point in the flow, p, the upstream static pressure, and p the fluid
density. The integral in Eq. (13) used to evaluate the velocity potential is carried out along any path P
laken from a point far upstream from the leading edge of the airfoil to a point on the airfoil surface,
Integrating Eq. (13) on the entire airfoil surface allows us to obtain the lift and pitching moment
coefficients per unit span, C; and C,, respectively, according to

. L 4‘ )
C, 8————— =-QC sinbhdl {14a)
"rnpule i
= =N _JCp_xsr'n&ﬂ+ (fC vcos &l (14b)
(1/2)pU%c 5"

In the equations above C is the airfoil contour, 0 is the angle between the local direction normal to
the airfoil surface and the x-direction, and | is a coordinate along the airfoil surface. The moment is
considered positive in the clockwise direction and is calculated about the leading edge.

Applying Kelvin's theorem of conservation of circulation to the flow, we can write

Do+ pt)+ Dy(t)=1, (15)

InEq. (15) I',=I(t=0)= 1T, = constant , which is the initial condition used in the computations.
The circulations around the main vortex I, the airfoil 7, , and the wake I, are given by

r,=U—rc. r,= 4:?-::5, r,= j&,-ﬁ,ds (16a,b,¢)
i airfoil wake

where r, is a unit vector perpendicular to the plane of the flow. The circulation around the airfoil (or
the bound vortex circulation) owing to the vorticity in the airfoil boundary layer is determined by
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solving the boundary-value problem comprised of Egs. (9), (10) and the so-called unsteady Kutta
condition. The latter condition requires that the pressures on the lower and epper surfaces of the airfoil
be equal at the trailing edge. With the aid of Eq. {13), the Kutia condition may be expressed as

dl,
dt

(Ui = Uigge ) (17)

o~

where wu;, and i, are the tangential lower and upper velocity components on the airfoil surface at the
trailing edge, respectively, and 7, =(@,,. — @, ). Equations (15) and (17) furnish a model for the
vorticity generation at the airfoil trailing edge. The reader is referred to Giesing (1969), Basu and
Hancock (1978), and Mook and Dong (1994) for more detailed discussions about the Kutta condition.

Numerical Model

In our numerical model presented below all the variables are normalized by U, and c. The main
vortex is treated as a 2-D point voriex with zero core area and infinite vorticity, such that the
dimensionjess vortex strength I, is finite. We discretize the airfoil wake also using 2-D point vortices,
each of strength ¢, . Thus, the rotational velocity field 4, possesses a component due to the main
vortex, u,, and a component due to the wake, i, that is

Uy =0, +iy (18)

Integration of Eq. (6) vields

e i X —x,(1

BTt =-Trg, x XX (19)
r |x-—x.,(.f)1

for the main vortex, and

Af-)

i Fya X = X, (1) 3

By (¥,0) =~ —*#‘.xx—x"r—‘,u; g (20)
27 E-500)

for the wake, where M is the number of time-steps, ¥, is the position of the wake vortex /7, and é, isa
unit vector perpendicular to the plane of the flow that forms a right-hand system with the base vectors
in the plane of the flow. The first term on the right-hand side of Eq. (20) is the induced velocity of the
(M-1) vortices present in the wake at time ry, . whereas the second term on the right-hand side is the
velocity induced by the vorticity shed by the airfoil at time t,, with strength A7, . The total vorticity
in the wake 7, is obtained by applying Stokes' theorem to Eq. (16¢) and discretizing it as follows

x

-1
r,= Iy +4Ar, 21)
=)

=



347 J of the Braz Soc Mechanical Sciences - Vol 19, September 1997

In order to determine the airfoil perturbation velocity component u, we must solve the boundary-
value problem comprised by Eqgs. (9), (10) and (17). For this purpose, we adopt a scheme based on the
one proposed by Vezza and Galbraith (1985a), who applied it to unsteady airfoil flows invalving a step-
change in incidence, sinusoidal oscillations. and ramp motions, but not to BVI-type flows. A potential
flow solution is constructed based on a vorticity-panel method, where the vorticity in the boundary
layer makes up the bound vorticity on the airfoil surface. Rewriting Eq. (6), the velocity induced by the
airfoil boundary layer is given by

drm gy L PR ;(.;—x P &

¢

X—Xx

where v is the local circulation strength (per unit length) in the boundary layer, C is the airfoil contour
and | is the distance along C measured from the lower trailing edge. It can be shown (Mook and Dong,
1994) that, under the boundary layer assumptions, integration of the boundary-layer vornmty Ye, over
the boundary-layer thickness 8. in the limit as & goes to zero, yields

ylltl=uflt) (23)

where u(Lt) is the tangential velocity at time 1 and position ] on the airfoil surface. Therefore, the thin
boundary layer is approximated as a bound vorticity distribution. with local strength y.

Although we can determine ¢ from Eq. (22) so that &, = V¢ and Eq. (9) is satisfied, we can work
directly with £, . First the airfoil contour is discretized into N small panels, each of them containing a
linear vorticity distribution that is piecewise continuous at each one of the N+1 panel endpoints
{nodes). The line integral in Eq. (22} is evaluated so that we can write the component of #, normal to
the midpoint (control point) of the ith panel as

N+
By( %00 = Z.t!,;y, (24)

=4

In Equation (24) the summation is carried out over the panel nodes, and the 4, 's are the influence
coefficients, which are functions of the airfoil geometry. These coeflicients can be found in Mook and
Dong {1994) or Katz and Plotkin (1991).

With the aid of Eq. (23), the Kutta condition (Eq. (17)) is discretized as follows

¢ ( ’+
AT W Tyt~ Fyfy gt wrm rﬁm)=rm—rm.)[”“‘fwa} (25)

where At is the dimensionless time-step and () is calculated from a numerical integration of Eq.
(16b). Equation {15) for the conservation of circulation requires that the amount of shed vorticity A,
that adds up to the wake at time ty, is
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A=~ dT (26)

Based on Eqgs. (25} and (26), the vorticity shed at the trailing edge is modeled as an extra panel, whose

strength per unit length (. - ¥, is considered constant. Thus. the extra panel strength takes the
form

AL, =y + ¥ nar) Ay (27)

where yp, =~y and y,. =y y,;-In Equation (27) the length of the extra panel A, is given by the
term in square brackets that appears in Eq. (25), that is

Appi= YNl TV,

2
: (28)

where the extra panel inclination &,, is determined by ensuring that the shed vorticity leaves the
trailing edge along a local streamline, i.e.,

Oyt = um"["”“ ] (29)

Lyng

The angle @, is positive in the counterclockwise direction, measured with respect to the x-axis of
a local cartesian coordinate system placed at the trailing edge: the velocity components w,p, and v .
are calculated at the panel control point.

As one can see from Eq. (23), the tangential velocity on the airfoil surface is non-zero and equal to
the local bound vortex circulation. The model, therefore, does not satisfy the no-slip condition. We
must, however, impose the impermeability condition on the airfoil in order to determine the bound
circulation distribution p¢/ 1) . With the wid of Egs. (18}, (19}, (20} and (24) we can write Eq. (10) for
the ith cantrol point as follows

N+t M -1

- 5 I-X,(t = Fi | = X=X, (t >
ZAU?;"'(}"""?NHJAW="'Uoo'ﬁ+_‘ e:xg‘i_(_..{z_ .n+z_" €. % 5 Lot o }2 .
2| w0

where A, is the influence coefficient of the wake extra panel.

Our algorithm then consists of applying Eq. (30) to the N airfoil control points, which generates an
underdetermined linear algebraic system comprised of N equations and N+l unknown y,’s. In order to
render the system determined we include three more equations, namely Egs. (27), (28) and (29), which
adds two more unknowns, 4,, and &, . In practice, the computations are performed so that 4,, and
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&), are first guessed, yielding a system with N+1 equations and N+1 unknowns. After the solution is
obtained, Eqs. (28) and (29) arc used again 1o recalculate the values of 4, and &, . and so on. This
procedure is repeated until both variables converge up to a tolerance of 0.1%. As soon as the
computation at time f,, converges the pressure distribution and the lift and pitching moment
coefficients on the airfoil are calculated. The main vortex and the (M-1) wake vortices are then
convected using a first-order (Lagrangian) time-marching scheme, obtained from a discretization of Eq.
(12) in the form

fM-Pf:;M +1;Md( {3!)

Finally, the wake extra panel is transformed into a point vortex with strength A7, and convected
using Eq. (31). The dimensionless computational time ¢y, is then incremented by Ar (also
dimensioniess) and the entire procedure is repeated until a pre-specified non-dimensional time is
reached.

The loads on the airfoil are computed from equations (14), which take the form

|
Cp = cj‘ y2(0.t)sind(l)dl + 2%4}:}19{” J}n:.: )d&di (32a)
[ « {

Ciy = (j}'zfl,f)x(!)sinﬁﬂ)dl - (j‘yzft'.f,'y(f)cosaﬂ)d!
c «

) {
d : d
+EE x(1)sin8(1) Iy(.f.i)dédf—2;({}’(1)(‘039(1)IJ’(f.f)dcfdf (32b)
: C 0

C 0

The lower limit of integration in the innermost integrals is at the airfoil trailing-edge, and | is a
surface point. Equations (32) are integrated using a standard numerical procedure (Press et al., 1989).

Results and Conclusions

We begin our discussion section presenting some convergence results obtained using the approach
of Moran (1984) as a basis. Our algorithm is asymptotically first order in the time-step 4¢ and second
order in the number of panels N. This implies that the numerical error varies linearly with Ar and
quadratically with I/N. Assuming that other parameters have a weak influence on the absolute
numerical error &, defined in terms of 1, , we can write the following mathematical relation



G_F. Fonseca et al.: A Numerical Inviscid Vortex Model Applied ... 350

2
ol

E=

where the superscripts “n™ and “e” refer to numerical and exact, respectively. In the absence of an
analytical solution that allows us to obtain the exact value of I, , we used Eq. (33) to estimate the
values of 7, and C. An algebraic system of two equations for the two unknowns /7, and C can be
formed for any two sets of dimensionless perameters (I, ;, At N, J, where I, ; is computed in run i
for given (A, N, ), i=1,2. Two batches of numerical runs were thus carried out to estimate [, and C;
the results of the first batch are shown in Fig. 2a as a plot of £ in terms of 4r for N =200, and the
results of the second batch are shown in Fig. 2b as a plot of & in terms of N for Ar = 0.00625 . Only sets
of parameters (corresponding to pairs of points in Fig. 2) that yielded approximately the same values of
I, and C were used to compute average values, resulting in I, =0.038679 and C=29. Note that
the points in Fig. 2a follow approximately a straight line with slope 1 in a log-log plot, whereas the
points in Fig. 2b have a slope approximately equal to 2, in accordance with Eq. (33). This equation
therefore provides a good control over the numerical errors involved in the model, and, therefore, any
discrepancy that appears when our numerical results are compared to experimental data are due to the
model itself, and not due to discretization and/or round-off errors. All the runs presented in Fig. 2 were
performed for [, =—0.15. The numerical results that we use to compare with experiments were
obtained for A =0.0/ and N =200, which provide relative errors &, (= £/ Iy ) lower than 0.06%
(computed using Eq. (33)).

1E-3 I T —T ]L
- : i !
1E-4 - I b
= 5
I | O
1) | |
1S - LLLsS
1E-3 1E-2 1E-1

Error Dependence on Al ; Fixed N = 200
Fig. 2a Convergence Test
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Turning our attention back to the BVI analysis, we now present the numerical results of our model
compared to the experimental results of Straus et al. (1990) obtained for a NACA 0012 airfoil set at
zero angle of attack. In the cases discussed below the vortex was released at x,, =-333 and
Yy =024 for I', =—-015, and x,, =-333 and y,, =019 for I, =0.16, which are the positions
where the vortex was generated in each case studied experimentally by Straus et al. The subscript “o”
above denotes values at t=0.

We first look into our numerical results for the path taken by the vortex during the interaction, As
the vortex approaches the airfoil, the interaction causes the vortex to be displaced from its straight
upstream trajectory, so that it follows a streamline (Fig. 3). When the vortex rotates in the
counterclockwise direction (I, =-0./5} the minimum distance h between the vortex and the airfoil
upper surface is 24% of the airfoil chord, whereas h is 0./3¢ for I', =0./6 . If we define, based on

physical intuition, a dimensionless quantity, called Interaction Parameter and denoted by K, according
to

K.—n

U, h

. (34)

;|
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where h, = h/c, Eq. (34) tells us that the interaction becomes strong for high values of I, and/or low
values of A, . Using the results of Fig. 3, we calculate K=-063 for I, =-0.15 and K=123 for
I, =016 , where the latter corresponds to the strongest interaction case. Although the interaction
quantity K is the one that actually measures the degree of interaction between the airfoil and the vortex,
its definition according to Eq. (34) implies that the problem must be solved before K can be determined.
We can alternatively define a second dimensionless parameter, which can be called “Apparent
Interaction Parameter” and denoted by K, , as follows

Iy
Yva

K, =

(35)

where y,, is the dimensionless distance in the y-direction between the vortex and the airfoil at t=0.
The parameter K, has the advantage over K that it can be calculated a priori, without the need to solve
the problem. For the cases above, K, =-063 for I, =—0.15 and K, =084 for I', =0.16 . Again, it
is clear that the case where the vortex rotates in the clockwise direction corresponds to the sirongest
interaction case,

The results for the temporal variation of the airfoil lift coefficient C,, as the vortex passes over the
blade, are presented in Fig. 4 for the two values of the vortex strength. For I, =—0.15, the vortex
induces a counterclockwise rotating flow that produces a local positive angle of attack on the airfoil,
creating positive lift. At the beginning of the motion the airfoil experiences a small positive lift
coefficient, which increases, as the vortex approaches the airfoil, up to a maximum value in the vicinity
of the airfoil leading edge. When the vortex is above the airfoil, the local angle of attack is still positive
in the trailing-edge region, but it becomes negative in the leading-edge region. The lift coefficient then
starts to decrease at a relatively high rate of change. Downstream of the trailing edge the lift coefficient
is already negative. For I, =0./6 , the sign of the lifi coefficient and the trend of ils temporal variation
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reverse, as expected. Similar results are observed for the pitching moment coefficient C,, about the
leading edge, as one can see in Fig. 5. The moment is considered positive in the clockwise direction.
For I, =-0.5 the lift force is positive, as discussed above, and the moment about the leading edge is
negative. This happens for the entire initial motion, up to the airfoil leading-edge region. When the
vortex is above the airfoil the lift force is still positive, although decaying fast, which causes a negative
moment. By the trailing edge region, the moment changes sign. The agreement between the numerical
and the experimental results is good for both C; and C,,. When the vortex is in the trailing-edge region,
some discrepancy is observed, which is larger for [, =0.16 , the strongest interaction case. The reason
for that may be attributed to the possible occurrence of flow separation on the airfoil surface, as pointed
out by Straus et al., although the boundary layer was observed to be turbulent in the experiments. Qur
model is unable to predict flow separation.

0.20 T
-
o Strausetal (1990)
0.10 -
Numerical ', = -0.15
Co 4  Strausetal (1990)
0.00 o
Numerical [, =0.16
-0.10 -
-0.20 L t
0 1 2 3 4 5 6 7
Str. tal. (1990
+ aus et al. ( )
Numerical [, =0.16
Cun O Straus el al. (1990)

Numerical I', = -015

Fig. 5 Temporal Variation of the Pitching Moment Coefficient

Figure 6 depicts the time histories for the pressure coeflicient at the quarter-chord point on both the
upper and lower surfaces of the airfoil. This point is the center of pressure for a steady uniform flow
over a symmetric airfoil at an angle of attack. Fig. 6a corresponds to the results for the I, =—0.15, and
Fig. 6b for I, =0.16 . Again the agreement is good for most of the flow, but it presents some
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discrepancy when the vortex is in the neighborhood of the trailing-edge. The discrepancy is again larger
for the strongest interaction case, where flow separation occurs.
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\
opooogb L= T )
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Fig. 6 Upper and Lower C, Time Histories on the Airfoll Surface

It is important to note that the total circulation in the experiments is zero, since the vortex is
generated in the wind tunnel by a second (NACA 0018) airfoil placed upstream of the test airfoil, and
the whole flow begins from rest. In our computations the total circulation is 7, , which is the initial
condition. As the comparisons have shown, the effect of the vortex-generating airfoil and the time for
its wake to develop and form the main vortex may be neglecied for the cases studied above. Two
reasons for this can be pointed out. First, the bound circulation of the test airfoil is relatively small, and
the vortex-generating airfoil is about 3.34 chord lengths far from the test airfoil's leading edge; these
two parameters act together to cause a small induced velocity field on the leading edge of the test airfoil
{0.0076U,, in absolute value). Second, as stated by Straus et al. in their paper, the actual time required
to pitch the airfoil, 15 ms in the experiments, must be less than the threshold time for the air to travel
one chord of the pitching (or vortex-generating) airfoil, 21 ms in the experiments. Consequently, the
vortex is fully generated when it reaches one chord length downstream of the trailing edge of the
generating airfoil. These values yield dimensionless time intervals of approximately 0.56 and 0.40,
respectively, which correspond to distances of 0.56 and 0.4 chord lengths, approximately. During this
initial motion, the vortex is still far from the test airfoil. In fact, two runs of the code were conducted for
the same cases studied above changing only the initial vortex release point to x,(r=0)=-277,
corresponding to (-3.33+0.56). The largest difference occurred at the vorlex release point; this
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difference was observed to be very small by the time the vortex reaches one chord length upstream of
the airfoil’s leading-edge (in fact it is not noticeable when the results are plotied in a graph).

In conclusion, the numerical inviscid vortex model used here to predict the acrodynamics of the
BVI phenomenon is able to capture global and local flow properties very well. In situations where
viscous effects become important the model presents some discrepancy with respect to the experiments
of Straus ct al. (1990). This observation suggests that a more ¢laborated model must be implemented
that takec inta account the passible occurrence of flow separation Three possihilities for such model,
within the vortex method framework, could be mentioned: first, & model similar to the one used here
could be employed to release vorticity from a fixed separation point (Vezza and Galbraith, 1985b);
second. a model that solves the boundary layer equations in its integral formulation and feeds
information to the potential flow model about the point where separation takes place and how much
vorticity must be released into the flow at that point (Kamemoto, 1989); third, a model that satisfies the
no-slip condition and allows for the generation of vorticity on the entire airfoil surface at every time-
step, which is able to predict separation as part of the solution (Porthouse and Lewis, 1981).
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Abstract

Today. numerical flow simulation plays more and more important role in the design process of an aerodynamic
body. To design a new mechamcal device involving fluid dynamics, a numerical simufation is well accepted and
Austified However, much work still remains 1o improve the numerical methods towards a fast, accurate and stable
convergence, Techmigues to accelerate the convergence. namely the local time-stepping, residual averaging and
multigrid techniques are normally employed. This work employs acceleration technigues to solve compressible and
incompressible fluid flows using a finite volume, explicit Runge-Kuita multistage scheme with central spatial
discrefization tin combination with mulrigrid and preconditioning, Numerical resulls are presented for a three
dimensional channel and the NACA (00012 airfoil for Mach-numbers ranging from 0.8.to 0.005 using the Euler
equatians,

Keywards. Numerical Simulation, Aerodynamics, Finite Volume, Multigrid, Compressible and Incompressible
Flows, Runge-Kutta Method.

Introduction

Numerical simulation plays nowadays an important role to predict the flow field in many situations
where experiments are usually too expensive or even impossible. The rapid evolution of computational
MNuid dynamics has been driven by the need of faster and most accurate methods for the calculation of
flow fields around configurations of technical interest. However. the numerical methods present still
limitations. Therefore, much work still remains to imprave them towards a fast, accurate and stable
convergence.

There are well known methods to solve compressible (Jameson et al, 1981) (Kroll and Jain, 1987)
and incompressible fluid flows (Raithby and Schneider, 1979) (Patankar, 1981) (Karki and Patankar,
1989). However, some of these methods present some drawbacks towards its accuracy, cost and
applicability. Not all methods can be easily and efficiently employed to analyse compressible and
incompressible flow problems. The numerical methods have certain limitations, which must be
investigated in order to obtain a suitable method ta solve the governing equations of flow problems.

The governing equations of flow problems, the Navier-Stokes equations, are always as possible
simplified for the numerical solution in many situations. This is done in order to reduce the
computational costs. However, there are problems that can not be analysed using simplified equations,
for example flows with strong shocks and with vorticity. Besides, the only adequate model for non
viscous flows are the Euler equations (Radespiel, 1989), that requires a minimum of assumptions.
Although the great development of modern computational methods, some experimental measurements
and/or theoretical solutions must be employed in order to compare a new numerical code. One way Lo
prove the validity of the numerical Euler solutions is to compare them with analytical solutions
(potential flows).

In order to eliminate the difficulties of the compressible method to solve incompressible flows,
preconditioning is suggested (Choi and Merkle, 1985) (Choi and Merkle, 1993} (Turkel, 1992). It
consists in the transformation of the governing equations into a form that is better conditioned, ensuring
rapid convergence to obtain steady state solutions. The same time-stepping scheme and spatial
discretization can be employed to solve compressible as well as incompressible flows (De Bortols,
1994).

Techniques to accelerate the convergence are required in order to efficiently solve flow problems.
Some of these approaches, namely the local time-stepping, residual averaging and multigrid techniques
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(Brandt, 1981) (Jameson, 1985) (Radespiel, 1989) are employed. The local time-stepping allows to
obtain steady state solutions with less computational effort. Residual averaging is used to increase the
Courant number of an explicit scheme and consists in replacing the residuals by an average of
neighbouring residuals. The idea of the multigrid approach is to use a sequence of successively coarser
meshes to efficiently damp disturbances through the flow field (Brandt, 1981).

This work apply acceleration techniques to solve compressible and incompressible fluid flows using
the finite volume explicit Runge-Kutta mulfistage scheme with central spatial discretization in
combination with multigrid. Numerical results are presented for a three dimensional channel (lunnel)
and the NACA 0012 airfoil for Mach-numbers ranging from 0.8 1o 0.005 {De Bortoli, 1994). This is
done in order to show that the same methodology can be employed to solve compressible as well as
incompressible fluid flow problems accuratly. Applications of the standard compressible method for the
Navier-Stokes equations is easily found in the literature (Radespiel. 1989).

Governing Equations

The governing equations for non viscous flows are the Euler equations. They can be written in
Cartesian coordinates as (Kroll and Jain, 1987):

ﬂ.*ﬂq.ﬂ.{.ﬁ:o (I]
a & oz
where

o pu el el
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where e is the internal energy and 4, v and w the velocity components.

To close this system of equations the state equation for a perfect gas (Kroll and Jain, 1987) is
employed

2 2 2
p=pRT=(r—up{E~%*—5~f 3)
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where R is the gas constant, y the specific heat ratio, p the density, u, v and w the velocity components
and p the pressure. Equation (1) can be cast into the integral form (Kroll and Jain, 1987)

j’%dh J(?HJd.SEO 4)
¥ S

where F is the convective tensor.

It is well known that when the magnitude of velocity becomes small, in comparison with the
acoustic speed, the time-marching schemes converge very slowly. Therefore, preconditioning is
employed. It consists basically in multiplying the vector W by a special matrix, which modifies the form
of the governing equations (Choi and Merkle, 1985). Based on the conservative variables, the following
preconditioning matrix is employed:

o B P d P D

Lol =0 (5)
&t & Oy é
where (Choi and Merkle, 1985)
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Inspection of this preconditioning matrix indicates that the energy equation is transformed into
temperature for low Mach-numbers. Thus, the eigenvalues of the resultant system of equations will be
very similar when the Mach-number goes to zero, laying the basis of construction of efficient solvers to
solve compressible and/or incompressible flows (Choi and Merkle, 1993).

Description of the Numerical Method

One of the differences amang the various finite volume formulations known in the literature is the
arrangement of the control volume and update points for the flow variables. The most frequently used
schemes are the cell-centered, cell-vertex and node-centered approach (Kroll and Jain, 1987)
(Radespiel, 1989). Each of these schemes has its advantages and disadvantages. The discretization used
here is based on the node-centered/cell-centered arrangements, as shown in Fig. 1, in order to simplify
the use of multigrid techniques,

As Eq. (1) is valid for arbitrary control volume, it is also valid for volume V] ; ; , that means

W, F )
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(l+1,J+1)

e b)

Fig. 1 Node-Centered and Cell-Centered Arrangements: a) Node-Centered, b) Celi-Centered

where U and V in Fig. | are the contravariant velocity components.

The finite volume discretization bascd on the central averaging is not dissipative (Krell and Jain,
1987). The numerical procedure does not converge to the steady state solution when the high frequency
oscillations in the solution are not damped. The dissipative vector b,. j& s introduced by adding
dissipative fluxes (Jameson et al, 1981) (Radespiel, 1989) as follows

W,
11k ™ 1

ot Gus =Dl =0 ®

This dissipation operator is a blend of second and fourth differences and is defined according to
{Radespicl, 1989)

Dy =divpa ik —di-1:2, 1k Y i jer 2 —di j—1 2k ¥4 kv122 =i j k=12 €2

whose dissipation coefficient is given by
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The difference operators of first and third order are §, and &, , respectively, and o is the scaling
factor, which is written for the i direction as (Blazek, 1994)

I .» .
@yel2,5k =5(’1tl.j,k + et k) (11)

where A is the cell spectral radius for the i ( 4' ) and j ( A/ ) directions, respectively. The spectral radius
is modificd as follows
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A x =2, b4 (12)
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andwlschusmas[OSwsﬁlSé?) The coefficients adapted to the local pressure gradients &/ and
£/*) can be cast into the form (Radespicl, 1989)
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Time-Stepping and Acceleration Techniques

In order to obtain numerical solutions of high accuracy, the Runge-Kutta (Kroll and Jain, 1987)
(Blazek, 1994) method is chosen, which is characterised by its low operation count. More than two
stages are used in order to extend the stability region. The classical fourth order Runge-Kutta method
requires the evaluation of many coefficients and dissipative terms, what leads to storage problems,
Therefore, the following multistage scheme, which requires few computational storage, is employed
(Kroll and Jain, 1987).

GJ _,,‘;}rnJ
a4 -1
Mlk Wk - X ST (18)
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An cfficient 5-stage scheme is given by the following coetficients (Jameson et al, 1981)

, as =1 (20)
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For the general case of a non uniform mesh the time condition for a cell is written as (Blazek, 1994)
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The need of efficient methods to solve viscous and non viscous flow problems is obvious. Many
solvers, still in use today, exhibit slow convergence to obtain the solution, which leads to high design
costs. In order 1o efficiently solve flow problems with require fine grids, techniques to accelerate the
convergence are employed. Some of these approaches, namely the local time-stepping, residual
averaging and its combination with multigrid are employed (Radespiel, 1989).

Local time-stepping allows to obtain steady state solutions with less computational effort. It is
equivalent to preconditioning the residual by a scalar value in each cell. It can reduce the computational
time needed 1o obtain steady state solutions by an order of magnitude. A weighted average of residuals
is employed to increase the Courant-Friedrichs-Lewy number of an explicit multistage scheme. In this
way the residuals are replaced by an average of neighbouring residuals (Kroll and Jain, [987).

The slow asymptotic convergence behaviour of numerical methods 1s associated to the smooth error
components. The good smoothing properties of the Runge-Kutta method, specially of the 5-stage
scheme, are very important to be used in a multigrid solver. The success of the multigrid method
depends on the use of a relaxation algorithm (Brandt, 1981), which rapidly reduce the high frequency
error components. The low error frequencies in fine meshes are transformed in high frequencies in
coarse meshes, where they can be better smoothed (Blazek, 1994) (De Bortoli, 1994).

A multiple sequence of grids is efficient because of the following reasons:
- the number of relaxation steps for coarse grids is smaller than for fine grids
- the rate of convergence for coarse grids is faster than for fine grids

The computational procedure to illustrate the FAS (Full Approximation Storage) scheme for twa
grids is written as follows {Brandt, 1981):

1. Improve the solution on the finest grid

%’(mu < ﬁ,{j; (22)
- where [(5) = (n+1)] is the last Runge-Kutta time-step for the finest grid.

2. Inject the flow variables from the fine to the coarse grid

ﬁ}{f) e %’(mn (23)

3. Transfer the residuals from the fine to the coarse grid
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P !fh;éhfwmdlj er (24)

4. Solve the problem on the coarse grid
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5. Interpolate the solution correction from the coarse to the fine mesh

(2»‘1 = w;;r.} - -:;;“ (27)
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6. Update the solution on the finest grid
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For low Mach-numbers difficulties appear 10 smooth the low frequencies of error (De Bortoli,
1994) and, consequently, to obtain good convergence. This occurs because the eigenvalues of the
compressible equations are very different when the Mach-number goes to zero. To alleviate this
problem more work is done in the coarse meshes, using a W+ multigrid cycle with two steps at each
grid.

Numerical Results

In the following, numerical results for a three dimensional channel and the NACA 0012 airfoil are
presented and compared with potential (analytical) solutions or experimental data (Blazek, 1994). One
way of proving the validity of the numerical Euler solutions is te compare them with potential solutions
(Schlichting and Truckenbrodt, 1959). Numerical solutions are related to the free stream Mach-number
based on the non dimensional variables
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First computations were performed for channel submitted 10 incompressible flow. A channel is
chosen because of its geometrical simplicity and because it represents a class of incompressible internal
flow problems. The boundary conditions are far field at the inflow and outflow boundaries (Whitfield,
1983). The approach of Whithfield (1983) is based on the characteristic form of the one dimensional
Euler equations normal to the boundary. Numerical conditions imposed on the outer boundary should

assure that the outgoing waves are not reflected back into the flow field. Ar solid walls the slip
‘ condition is employed.

Figure 2 shows the computational grid used which contains 36x6x6 cells. Figure 3 shows the Mach
contours computed for inflow Mach-number 0.05 (cylindrical part). These solutions are in agreement
with the expected solution that the constant Mach lines remain in the channel reduction. The
corresponding velocity vector distribution is presented in Fig. 4. It can be seen that velocity increases
with the ducl reduction, for incompressible flows. Besides the solution is symmetric related to y and z
axis.

Fig. 2 Grid for Channel, 36x6x6 Cells

Fig. 3 Mach Contours for Channel, Mach = 0.05
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Fig. 4 Velocity Vectors for Channel, Mach = 0.05 (Euler)

In the following, compressible and incompressible flows over the NACA 0012 airfoil are presented
and compared. Results were obtained using a C-grid topology which consists of 256x64 cells, as
presented in Fig. 5. Numerical tests are related to the free stream Mach-number based on the non
dimensional variables. The position of the outer boundary is around twenty chord lengths away from
the airfoil and the far field boundary condition is modified due 10 a vortex (Usab and Murman, 1983).
Five grids and a W-multigrid cycle (Brandt, 1981) were used in the multigrid process (256x64, 128x32,
64x16, 32x8 and 16x4 cells).

Although there is a circulation around the lifting bodies, the far field boundary condition employed
assumes zero circulation (Whithfield, 1983). Therefore, the boundaries have to be placed sufficiently far
away from the airfoil, so that the flow field remains undisturbed. Although the far field potential is

strictly valid in subsonic flows, the correction of the free stream conditions is applied in transonic flows
and has been proved to be helpful in this flow regime also.

/|

Il

Harr v

Fig. 5 Grid for NACA 0012, 256x64 cells

Figure 6 shows the pressure contours computed for Mach = 0,63 and angle of attack a = 2°. Figure
7 shows the pressure coefficient computed for Mach = 0.63 and o = 2°. The numerical solutions

obtained for compressible and incompressible flows are in good agreement with the potential solutions
or experimental data (Kroll and Jain, 1987).
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Fig. 8 Pressure Contours for NACA 0012, Mach = 0.63 and « = 2"

Figure 8 shows the pressure coefficient computed for Mach 0.005 and « = §° (incompressible flow)
The convergence history computed for Mach = 0.1 with one and two steps al each gnd (mulugrid) is
presented in Fig 9 Figure 10 compares the convergence history for Mach = 0.1 with and without the

use of multigrid techniques, Finally, Fig. 11 shows the pressure contours computed for Mach 0.8.
0=1.25%
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Fig.7 Pressure Coefficient for NACA 0012, Mach = 0.63 and u = 2°
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Fig. 8 Pressure Coefficient for NACA 0012, Mach = 0.005 and « = §° (with an amplification)

Comparisons of the pressure coefficient for the NACA 0012 airfoil showed differences that are
lower than 1%. The pressure coefficient for the Euler equations for incompressible flows is compared
with the conforming mapping solution (Blazek, 1994). Besides, they were obtained with approximatly
300 time-steps for a convergence criterion £= /0" {De Bortoli, 1994). The convergence behaviour of
this method for compressible flows can be easily found in the literature (Kroll and Jain, 1987)

(Radespicl, 1989). Numerical solutions for these situations are obtained with as much as 200 time-steps
(Blazek, 1994) (De Bortoli, 1994).

1- WITH MULTIGRID (1 STEP AT EACH GRID)
2 - WITH MULTIGRID (2 STEPS AT EACH GRID)

LOG(ERROR)

L L i Il L L 1

100 200 300 400 80 600 700
CYCLES

Fig.9 Convergence Histories for NACA 0012 for Mach = 0.1 With Multigrid
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Fig. 10 Convergence History for NACA 0012 With and Without Muitigrid Techniques, Mach =0.1
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Fig. 11 Pressure Contours for NACA 0012 , Mach = 0.8 and a = 1.25°

These results indicate that the present method can be employed to efficiently solve compressible
and incompressible fluid flows. The numerical solutions obtained using the preconditioning method are
in good agreement with the theoretical solutions.

Conclusions

The finite volume spatial discretization and the Runge-Kutta time-stepping scheme are used to solve
compressible as well as incompressible flow problems. Extension of a compressible code (Blazek,
1994), based on the node-centered/cell-centered arrangements, to solve incompressible flows is
presented and compared for channel and the NACA 0012 airfoil. Accuracy and reliability of the code
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have been tested in computing subsonic and transonic flows around airfoils. Since explicit time-
stepping schemes are used, the solution algorithm is obviously vectorizable. Besides, extensive
numerical tests have shown that transonic flows can be well predicted if the dissipative terms are
carefully controlled.

Special care has been taken on the treatment of influence coefficients used to obtain the time-step,
the artificial dissipation and to evaluate the boundary conditions {Choi and Merkle, 1985). The far field
boundary condition proved to be helpful not only to solve the flow about airfoils, but also for the
channel (tunnel). Additional modification have been done in the boundary conditions. The use of a
vortex at the far field helps to use small domains (with approximatly 20 chord lengths) for airfoils.

The convergence to the steady state is accelerated using local time-stepping, residual averaging and
muitigrid. With these acceleration techniques the solution of the two-dimensional Euler equations can
be obtained in few seconds on today supercomputers for sufficient accuracy (Brandt, 1981), However,
for low Mach flows the efficiency of this technique was not so big as for transonic flows presented by
Blazek (1994). The experience also indicates that it is important to employ the W-multigrid cycle for
small speed flows, probably because more work is done in the coarse meshes.

The convergence behaviour of numerical methods is often sensitive to the application of boundary
conditions, grid aspect ratio (Buelow et al., 1994) and flow regime. However, the preconditioning
employed is applicable not only to incompressible flows, but also to compressible flows with
incompressible regions. Such a method allows to get a goal of compressible and incompressible
solution of fluid flows. Besides, the preconditioning system has a rate of convergence almost
independent from the Mach-number.

The comparison between the theoretical and numerical solutions is encouraging. Specially the use
of multigrid techniques and its combination with preconditioning present good convergence rates.
Therefore, the same code can be employed to solve compressible as well as incompressible flow
problems. Besides, second order solutions are obtained, which are indispensable to analyse the
aerodynamic problems of interest. However, a lot of work must still be done. Extensions to three
dimensional problems over complex geometries such as wings, launch vehicles and cars are currently
under way.

Acknowledgement

This work was supported by DAAD and carried out at the DLR Institute of Design Aerodynamics in
Braunschweig. The author is grateful 1o DAAD for this support and to DLR for this opportunity. The
author gratefully acknowledges numerous discussions with Dr, J. Blazek and Dr. N. Kroll during this
work. The work is now being supported by CNPq.

References

Blazek, J., 1994, "Verfahren zur Beschleunigung der Losung der Euler- und Navier-Stokes Gleichungen bei
Stationtiren Uber- und Hyperschallstromungen®, Ph.D. Thesis, University of Braunschweig,

Buellow, P.E.O, Venkateswaren, S., and Merkle, C.L., 1994, "Effect of Grid Aspect Ratio on Convergence", AIAA
Joumal, Vol. 32, Nr. 12.

Brandt, A., 1981, "Guide to Multignd Development”, Multigrid Methods [, Lecture Notes in Mathematics,

Chon, D., and Merkle, C.L., 1985, "Application of Time-iterative Schemes to Incompressible Flow", AIAA Journal,
Vol. 23, Nr. 10, pp. 1518-1524.

Chor, Y. H., and Merkle, C. L., 1993, "The Application of Preconditioning in Viscous Flows", Journal of
Computational Physics 105, 1993, pp. 207-223.

De Bortoli, A L., 1994, "Solution of Incompressible Flows Using Compressible Flow Solvers”, DLR IB 129-94/18
Relatory, Braunschweig, Germany.

Jameson, A., Schmidt, W., and Turkel, E., 1981, "Numerical Solution of the Euler Equations by FiniteVolume
Methods Using Runge-Kutta Time-Stepping Schemes”, AIAA Paper 81-1259.

Jameson, A, 1985, "Multigrid Algorithm for Compressible Flow Calculations®, Multigrid Methods, Cologne.

Karki, K.C , and Patankar, 3.V., 1989, "Pressure Based Calculation Procedure for Viscous Flows at All Speeds in
Arbitrary Configurations”, AIAA Journal, Vol 27, Nr. 9, pp. 1167-1174.




A. L. De Bortali: Convergence Acceleration Applied to Compressible .. 370

Kroll, N., and Jain, R. K, 1987, "Solution of Two-Dimensional Euler Equations - Experience with a Finite Volume
Code", Forschungsbericht, DFVLR-FB 87-41 Relatory, Braunschweig, Germany.

Patankar, 5.V., 1981, "Numerical Heat Transfer and Fluid Flow", McGraw-Hill, New York,

Raithby, G. D, and Schneider, G. E., 1979, "Numerical Solution of Problems in Incompressible Flow: Treatment of
Velocity-Pressure Coupling”, Numerical Heat Transfer, Vol 2, pp. 417-440,

Radespiel, R, 1989, "A Cell-Vertex Muitigrid Method for the Navier-Stokes Equations”, NASA Technical
Memorandum 101557,

Schlichting, H.,and Truckenbrodt, E., 1959, "Aerodynamik des Flugzeuges - Teil [, Springer-Verlag, Berlin.

Turkel, E., 1992, "Review of Preconditioning Methods for Fluid Dynamics", NASA Report 189712, ICASE Report
Nr. 92-47,

Usab, W. I, and Murman, E. M., 1983, "Embedded Mesh Solution of the Euler Equation Using Flux Vector
Splitting", MS 39762, Mississippi State University, USA.

Whitfield, D. L., 1983, "Three-Dimensional Unsteady Euler Equation Solutions Using Flux Vector Splitting”, MS
39762, Mississippt State University, USA.



RBCM - J. of the Braz. Soc. Mechanical Sclences ISSN 0100-7386
Vol XIX - No.3 - 1997 - pp. 371-391 Printed in Brazil

A Unified Finite-Volume Finite-Differencing
Exponential-Type Scheme for Convective-
Diffusive Fluid Transport Equations

José Ricardo Figueiredo

UNICAMP - Universidade Estadual de Campinas
Faculdade de Engenharia Mecanica
Departamentc de Energia

13083-970 Campinas, SP Brasil

Abstract

This paper presenis a new discretization scheme for the convective-diffusive transport equation of heat, mass or
momensum in fluid media, constructed within the control-volume approach for both regular or irregularly spaced
reclangular meshes. The present scheme shares with others, such as LOADS and Flux-Spline, the kind of
exponential interpolating curve, obtained as the exact solution of an approximated equation that admits a so called
source term. Ta compute this term the presens scheme incorporates Ailen's finite difference appreach inte the finite
volume method The resulting procedure was called Unified Finite Approach Exponential-Based Scheme,
UNIFAES. It Is a conservative form scheme much simpler than both LOADS and Flux-Spline. The scheme is
submilted to a series of tests in the linear problem of convection and diffusion of a scalar in a parallel flow, where
it is compared to the central differencing, to the exponential scheme and 1o LOADS, showing excellent accuracy
Jor all function types and unconditional stability for all Peclet numbers.

Keywords: Convective-Diffusive Transport, CFLD, UNIFAES, Finite Difference, Finite Volume.

Introduction

This paper describes a discretization scheme for the convective-diffusive transport equations of
heat, mass or momentum in fluid media, constructed within the control-volume approach for both
regular or irregularly spaced rectangular meshes. The scheme presented here shares with some new
schemes, such as LOADS and Flux-Spline, the kind of exponential interpolating curve, which is
obtained as the exact solution of an approximated equation that admits a so called source term. In the
present scheme the source term of the generating equation is computed with recourse to Allen’s
methodology (Allen and Southwell, 1955, Allen, 1962}, so incorporating a finite difference approach
into the finite volume method.

For simplicity, the scheme will be derived with respect to the two-dimensional thermal transport
equation with constant thermophysical properties:

clpcy) ¥, Alpcug) 5 elpevg)
at X ay

e _op @, 6
r t S RS AT 1

where ¢ is the temperature, ¢ is time, p is the fluid density, « and v are respectively the x and y
directions velocity components, [/ is the thermal conductivity, ¢ is the specific heat and S is an
eventual source term such as some form of energy dissipation into heat, or generation or consumption
of heat in a chemically reacting flow.

The well known analogies between this equation and other convective-diffusive transport equations
for species concentration, linear or angular momentumn. turbulent kinetic energy and turbulent
dissipation rate make possible the use of the scheme for such equations as well. The easy with which the
finite-volume method copes with irregular coefficients also assures wider uses for the scheme.

The equation is put in non-dimensional form by dividing the spatial coordinates by a characteristic
dimension L and the velocity compenents by a characteristic velocity ¥, without notational changes,
leading to:

Manuscript received: September 1996, Technical Editor. Carios Alberta Carrasco Altemani
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0%, APeug) APevy) F¢ T4
at & ay ax? é‘y’

= 5 )

where Pe is the global Peclet number Pe= p. ¥ L.c/I" . Variable 1 now represents the non-dimensional
time, given by the dimensional time multiplied by I/ (p.c. L) , and S stands for the non-dimensional
source term, given by the dimensional source term multiplied by 12 / " .

Derivation of Proposed Scheme

Control-Volume Exponential-Based Schemes

Integrating Eq. (2) on the cell area (Fig. 1) and employing the divergence theorem, according to the
contro! volume methodology, one obtains:

a4

&.@_344—%)@4{(4 - Jg) & =S.&. 3)

- where J, is the combined convective and diffusive flux at cell boundary e:

g
Jo=Peu, p, -
& Pe U, ¢¢ EL [4}

and so on for the other cell boundaries.

4—»5)(
N

e— Ax A

Fig. 1 Two-Dimensional Sketch for Finite Volume Discretization
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The exponential-based schemes for the discretization of the spatial derivatives in each direction, say
the x direction, are built upon an interpolating curve obtained as the exact solution of the one
dimensional equation:

2
Pe.u.gf—% =K, (5)

which approximates Eq. (2) by assuming the velocity component u to be locally constant, as well as the
non-homogeneous term K, , usually referred to as the source term of the generating equation, that
represents all the terms of Eq. (2) not included in (5). The general solution to Eq. (5) is:

¢=C;+C).x+Cj.exp( Peux) {6.1)
where
K
Cy=—H= 6.2
£ Pe.u )

For the cell boundary e located in the middle point between nodes P and E (Fig. 2) above
interpolating curve gives the following values for the function and its derivative:

+ +

- ek (R C;.d; + C3.exp(Pe_u_A; ) (6.3)
Ll C, +C Peuex(Pequ+) (6.4)
dxe -2 -3 Lu.exp L. 2 4
Jo = PeuC; + Cz.(Pe,u,A; - ] (6.5)
W P E

[w |e
e
Ax” Ax"

Fig.2 One-Dimesional Sketch for Finite Volume and Finite Difference Discretizations
so that the combined convective-diffusive flux at cell boundary e , given in expression (4), becomes:

Adjusting the interpolating profile (6.1) to nodes P and E one forms the system:
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$p=C)+ G L

¢y =C)+Cp.Ax* +Cs.exp( Peu Ax* ) (1.2)

that can be solved for C; leading to:

-8y, __ Cpax
exp( Pe.u, Ax* )| exp( Peu, Ax* )- |

C; = ¢r - (7.3)

Substituting (7.3) into (6.5), then employing (6.2), the combined convective and diffusive flux at
cell boundary e becomes:

#_p-’_p PE-IJJ_"dI+
At exp(Peuy Mx* )= 1

J, = Peu,#p +

(7.4)

+ K, &* d ! +i

exprPe.u,,.dx+.}—f_ Peu, &t 2

The other cell boundaries fluxes are obtained analogously and substituted, together with (7.4}, into Eq.
{3). After the cancellation of term Fe\ue = Uy ) Oy +(Vp = Vs ) &} @p due to the continuity equation,
the resulting difference equation is:

852 1 (49 -95)m(p) -2 + ($p -y rl-pu) 2 +

o o @.1)
(¢r-on)rp)— + ($p-#s)rl-p)— = S&& - ¥

Ay Ay

where

Pe = Peu A" (8.2)
Po = Peu, Ax” (8.3)
py = Pev,&* (8.4)
Pr = Pev, Ax” (8.5)
wp) = —5 (8:5)
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¥ =[Koax 2(p.) - Kot dpu )| 8+ (Kot dlpn) - Ko 27 2(p,)| (8.7)
xp) = ﬁ"i*}{ - pp_1+% (8.8)

The functions & and y of the cell Peclet number p are monotone, smooth varying functions for all
real Peclet numbers. However, their algebraic forms present limitations. When the cell Peclet number
vanishes above forms lead to indeterminacy and at very low Peclet some precision is lost on the
division between too very small differences. The practice followed by this author is to represent them
by a third or fourth order series about the origin for cell Peclet numbers lower than 0.01. On the other
extreme, when the cell Peclet exceeds the admissible range of arguments for the computer exponentials,
the function 7 is computed according to its limits: limm, ,,,=0 and limm, , ,=-p , and the
function y tends naturally to its limit according to the last expression in (8.8): lim y pst+o =05 and
limxp s 0=-05.

All generating equation’s source terms K are included in the deferred correction term ¥ so that

they can be introduced, with relative easy, in the algorithms for the solution of transport equations
originally based on five-node schemes.

Existing Forms to Compute the Source Term of the Generating
Equation

The first divergent-form exponential and correlated schemes, such as Spalding’s (1972) hybrid

approximation to the exponential, and Raithby and Torrance's (1974) upstream-weighted scheme,
assumed null K, .

Wong and Raithby’s LOADS (1979) was the first control-volume exponential-type scheme to take
the source terms into account, computing them according to the meaning with which they were
introduced in the generating equation, as can be seen by comparing Egs. (2) and (5):

kb, = & [ﬁw&vﬁuiﬂ ©.1)
a ¥ &’

For the computation of K, (Fig. 3) one would have:

% L3 Sij+Sivty (9.2)
2
(o N 4
A By By 9.3)
a 2

(.4)
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proceeding analogously for the terms K of the other directions.

(i.j+1) (i+1.j+1)

(F1.j+1) évn

Jn

[iF1.J-1) (i+1.j-1)

—T

Fig. 3 Computational Molecule for LOADS

The compuitation of the convective and diffusive cross-fluxes i (9.4) 1s done by means of the
simple divergent-form exponential scheme, where the terms K are neglected. Terms of kind Pev.¢ |
appearing in the computation of each J, are not automatically canceled as before Egs. (8), being
generally canceled as a further approximation.

A particular difficulty relates to the transient case where, as can be seen from (9.3), transient terms
of point (i+/1,) , as well (i-1)), (ij+1) and (ij-1), appear in the equation for point (ij). Transient
problems are usually avoided in LOADS literature.

A similar rationale inspired the scheme due to Ulson de Souza (1992), which was presented as an
extension of Raithby and Torrance's weighted-upstream differencing scheme, mcewmg the acronym
WUDS-E. It differs from LOADS with regard to the scheme employed in computing the generating
equation’s source terms, namely central differencing instead of the simple exponential scheme, and was
further extended to adaptive irregular grids.

Although conceptually similar, the derivation of the Flux-Spline (Varejdo,1979, Nieckele, 1985;
Karki et al, 1989, Oliveira, 1997) differs from above expressions (6) to (9) by a distinct specification of
the domain where the interpolating function is defined, with a corresponding change of the local axis.

The computation of terms K is done in the Flux-Spline discretization through the requirement that
the combined convective-diffusive fluxes J are continuous between neighbouring cells, what is
achieved through an iterative procedure analogous the algorithm SIMPLER (Patankar, 1980). The Flux-
Spline algorithms results considerably more complicated than both five-node schemes and LOADS.

Extended Allen’'s Methodology

The complete generating Eq. (5) was used for the first time by Allen and Southwell scheme (1955),
which was idealized in the finite-difference approach as a means of directly obtaining a numerical
representation of the combined first and second derivatives for each direction in the transport equation,
taken in its non-conservative form. The scheme was originally designed for regularly spaced grids. The
extension to irregular grids will be presented first, followed by the application of this result within the
control volume method.
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By adjusting the interpolating curve (6.1) to the three neighbour nodes W | P and E one forms the
system:

by =C; — Cy. 4™ + Cy.exp(-Pe.u Ax™ ) (10.1)
pp=C +C; (10.2)
$5 =C) +Cy.&x" + Cy exp( Pe.u.Ax* ) (10.3)

Solving system (10) for C, and employing (6.2) one obtains:

Pe.up.@—g=x:=(¢,,-¢g).n*+(¢P~¢W)n‘ (11.1)

- Pe.uP.Il—ex —Pe,up,m‘)]
< Ax*,[exp{—Pe.up.Ax“)-1]+Ax‘.[exp{Pe,uP.Ax‘)-;]

(11.2)

s Pe.up_[exp{Pe.uP.dx+)—ll

i A¥+-[EX;J(—Pe.uP.Ax._)— !l+ Ax_‘[ex Pe.up.dx+) 3 !] (11.3)

In the regular case, where Ax™ =Ax™ = Ax, these expressions reduce to the original Allen and
Southwell’s scheme:

Peup. Ax mf Pe.up. Ax)
o= £ = L 11.4
dxz.[exp{Pe.uP‘dx)-—I] a? 2
—Pe.up. Ax wf —Peup. Ax )
o= A = r 11.5
sz.[e.x;{—Pe.up.Ax)-}] Ax? ()

where function 7 was defined at Eq. (8.6).

Unified Finite Approach Exponential-Based Scheme

It has been seen that, by adjusting the interpolating curve to three mesh nodes, Allen’s methodology
is capable of determining the finite difference analog of the combined convective-form convective-
diffusive derivatives in the direction considered. As expressed in the first equality of (11.1), this finite
difference analog is equal to the generating equation’s source term K. In the present proposal Allen’s
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methodology is employed as a means to determine the generating equation’s source term K required in
the finite volume analog described in the previous item. This procedure, blending finite volume and
Allen’s finite difference methodologies, received the name Unified Finite Approach Exponential-Based
Scheme, and the acronym UNIFAES.

Term A, for instance, is determined as a mean value between Allen’s estimate of A . on nodes
(i} and (i+1j):

K = a KM +fl-a)Kit (12)

where each & is determined according to expressions (11). The arithmetic mean (& =0 3) is assumed
for expression (12). An upwind-form of the scheme can be defined by making =0 or a=1 in order
to privilege the most upwind node in the computation of each cell boundary’s source term.

Because of the form the source term of the generating equation, the complete computational
molecule for this scheme involves extra nodes on each direction (Fig. 4).

(i-j+2)

(i.j+1)

Filg. 4 Computational Molecule for UNIFAES

Although the original Allen and Southwell’s scheme is not numerically conservative, the use of
Allen’s method within the finite volume approach guarantees the conservation since K./ = K,/ | so
that Ji/ = Ji*'/  and so on for other common boundaries.

Terms K relative to the cell boundaries neighbour to the domain boundary with Dirichlet conditions

can not be determined by above mean values since there is no Allen's estimate of X on the frontier.
Such value was computed by linear extrapolation from internal nodes,

Uniform Velocity Test Case

The scheme just described was submitted to a series of steady-state linear test cases given by
distinct solutions of the transport equation on a constant velocity field defined by modulus ¥ and angle
@ with the x-axis, so that its components are u=V.cos(@) and v =V .sin(8) . The exact solutions are
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found after writing the equation in terms of coordinates s and » , respectively parallel and normal to the
flow directions (Fig. 5), obtaining:

Pe.%— g—iﬁ =0 (13
f y‘//

L
&
g

el xé
//4 [

Fig. 5 Exact and Numerical Coordinates

According 1o the method of separation of variables, a solution of type ¢=2£&(s).c(n) is initially
assumed and substituted into (13) leading to:

2 2
podi_ 5 ds
¢ ¢

The above equality can only be satisfied if both members are equal to a real constant, say
A" = p)? leading to the simultaneous ordinary equations:

d’¢ dé | .
——2 4+ Pe—2x X E =10 15.1
= - £ (15.1)
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a4
i =0 (15.2)
dn

The solutions to the equations above are respectively:

B} EIP[ Pe+ Pe’ + 44’ q] Pe—V Pe’ t 44’ \_]
JF . = o T ey Pl
2 2

I,
Il

+ cy.ex, (16.1)

P
P

r.‘_;.e.tp[ -J—(:ti).,l.nl + c;.exp[ —-ﬂ-—(if}.)..n] (16.2)

except for 4 =0 where function ¢ can assume a linear form irreducible to (16.2):

§ = 5 + g0 {16.3)

Both the discriminants in (16.1) and the arguments of the square roots in {16.2) may be negative.
leading to complex exponentials, so that complex coefficients ¢; to ¢; may be required in order to
produce real solutions, of sinusoidal type.

Due to the linearity of Eq. (13). other solutions are given by any linear combination of functions
P = {,"1 ($1.¢pa0n . where functions f .(s) and M) are computed accordmg to the appropnatc
expression within (16). Also. the general so!unon to (13) could be written as ¢ = fr,ﬂ_r AR assuming
that coefficients ¢; to ¢, are complex functions of % .

The linearity of the differential Eq. (13), together with the corresponding linearity of the difference
equations that represent it, also assures that the error of any difference scheme for a particular linear
combination of functions .. will be the correspanding linear combination of the errors ol that scheme
in functions ¢

Inspired by that, the investigation of the errors of the schemes will be made by submitting them to
elementary solutions assuming simple real forms allowed by expressions (16). By varying the kind of
solution and the eigenvalue a wide spectrum of possible solutions will be analyzed. Those simple real

- solutions have the following forms

For null eigenvalue there is one non trivial solution:

by = e_rp[Pe.s']_n (17.1)

When the eigenvalue is preceded by positive sign in (16.1) and (16.2) there appear solutions on the
form:

=T
$y = exp M§+—M..T]._T!'H(')l.!!) (17.2)

Pe+V Pe’ + 47
pg = exp e++.s].smfi.n} {17.3)
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For eigenvalues preceded by negative sign there are solutions on the form:

'! I 2

b = e u}]u‘u{ln) (174)
(T

gy = ap[m;L;—{i—.sJ.ﬂp(i.n) (17.5)

for A < Pe/2 _ Above this limit there are solutions of real form:

¢en = &xp{i;—. ).n’n[#f—%.s].exp(i,u} (17.6)

(8

exp(? .r] cm{“i} __%‘: .r].e.rp( An) (17.7)

In types A ad B (Eqgs. 17.2 and 17.3) there are also solutions with cosines function instead of sinus
on the normal direction, and in types C. D, ete. (Eqs. 17.4 to 17.7) there are also solutions with negative
instead of positive exponentials on the normal direction. All these alternative solutions have been
neglected here for differing from above expressions from a mere shift or inversion of axis.

Results

The above set of exact solutions of the transport equation was used to compare the present scheme
with the central differencing, the simple exponential scheme and LOADS. The Flux-Spline was not
mcluded because of its complexity.

The exact solution is imposed as Dirichlet condition on the boundary nodes of a square domain with
square cells (Fig. §). Computations employ the transient Alternating Direction Implicit method for five-
node schemes. but the source 1erms of UNIFAES and LOADS are computed explicitly.

For the constant velocity field there 15 no distinction between convective and divergent form
schemes. Because of that and of the regularity of the grid, the Allen and Southwell scheme is entirely
coincident with the simple exponential scheme.

Low ratios A/ Pe

Most of the computations to be presented refer 10 a standard set of parameters given by A =10 and
& =22.5 degrees | unless otherwise stated these parameters will be assumed.

Figures (6) to (9) present the profiles of the exact and the numerical schemes' solutions for
functions A, B, C and D with Pe=100 in 10x10 spacings grid. showing the most downwind column,
where the greatest error occurred
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Fig. 9 Exact and Numerical Profiles for Function D at x=0.4, 10x10 grid, Pe=100, A=10, O=22.5 Degrees

For such low ratios A/ Pe (=0.1), functions A and C present low derivatives along the stream
direction and moderate derivatives in the normal, so that the profiles of the inlet boundary are mainly
convected along the stream direction, with low level of diffusion on the cross-flow direction,
Meanwhile, functions B and D have very high derivatives on the exit boundary, close to the most
downwind node, where there is strong counter-flow diffusion, the function being practically null
upwind that boundary region.

Repeating conclusions of many previous studies, the central differencing shows wiggly behaviour,
particularly in B and D functions, and the exponential confirms itself as a strongly diffusive scheme in
functions A and C, although in functions B and D it has a superb accuracy, visually coinciding with the
exact, almost null solution.

Both schemes that employ the generating equation’s source term, LOADS and UNIFAES, present
small errors in all functions, being almost coincident with the exact solution in all function types for
20%x20 spacing grid.

In functions A and C they are much better than the two five-node schemes. In function C UNIFAES
is clearly the best. In function A UNIFAES is closer to the exact solution in some nodes and LOADS is
closer in others; the root mean square error of present scheme is 2.0% and that of LOADS is 2.2%.

UNIFAES behaves very closely to the exponential in functions B and D. In those cases LOADS
presents some wiggles, even though much less significant than central differencing’s. In his
investigation of LOADS, Prakash (1984) has also found a wiggly behaviour.

Summing up the results for this low A/ Pe ratio, the present scheme is very accurate in all cases,
either overcoming all other schemes or, at least, approaching the best performances, such as that of the
exponential in functions B and D. Considering that practical solutions will be a summation of the
various solution types, this restrict excellency of the exponential is lost due to A and C components of
the solution, while the present scheme benefits from its very good accuracy in all components. To a
lesser extent the same happens with LOADS,

Figures 10 and 11, relative to functions A and B respectively, show the errors of the four schemes
for different mesh refinements. Here the error is presented by the root mean square of the internal
nodes' errors, expressed as percentage of the difference between the maximum and minimum values of
the function, including boundary nodes.
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Fig. 11  Numerical Schemes’' Root Mean Square Error Dependence on Grid Refinement for Function B, Pe=100,
J=10, O=22.5 Degrees

In function A both central differencing, LOADS and UNIFAES show effectively quadratic
reduction of the error with refinement, while the exponential shows lower rates of spatial convergence,
tending asymptotically to the quadratic behaviour with the refinement. The superiority of UNIFAES is
maintained with refinement.

For functions B the asymptotic tendencies can be noticed only at very refined grids. The central
differencing and LOADS behave more closely to the quadratic, while the exponential and the present
scheme have their behaviour dominated by higher order errors, so that the actual error is much smaller
than the extrapolated second order error. The asymptotic errors of UNIFAES and LOADS appear to
coincide or to be very close between themselves,

The behaviour of the schemes in functions C and D is entirely analogous to functions A and B
respectively.

The functions A and C with low ratios A/ Pe correspond to the situation where the upwind and
exponential schemes’ solutions are strongly dependent on the angle between flow and grid. Figure 12
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shows the root mean square error of the four schemes as a function of the angle for function A, keeping
the remaining parameters unchanged. Although all schemes are favoured at low angles, UNIFAES

shows the smallest dependence on the angle, as well as the smallest errors, being closely followed by
LOADS.

The performance of the three exponential-type schemes at the very high Pe = 10" is shown in Fig,
(13) for function A with 10x10 spacings grid. The figures clearly show the superior performance of the
present scheme and LOADS, whose profiles would be very close to the exact solution with the
moderately refined 20x20 spacings grid.

Figure (14), showing the curves of the errors against refinement, indicates that UNIFAES and
LOADS present closely quadratic reduction of the error even at such high Peclet number, the rate of
error decay of UNIFAES being slightly superior than that of LOADS,
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Fig. 12 Numerical Schemes’ Root Mean Square Error Dependence on Flow-to-Grid Angle for Function A, Pe=100,
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Fig. 13 Exact and Numerical Profiles for Function A at x=0.4, 10x10 grid, Pe= 10°, \. =10, 0 =22.5 Degrees
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High ratios A/ Pe

The mvestigation of the behaviour of the schemnes for growing eigenvalues presents the difficulty
given by the inadequacy of the numerical mesh to resolve high frequencies. Two approaches are
followed in order to investigate higher eigenvalues avoiding such difficulty,

First, by lowering the value of the Peclet number, say to Pe=10. one can compare the behaviour of
the different schemes within a wider range of the ratio A/ Pe kecping acceptable solution frequencies.
For such low Peclet number the errors are generally small. but the relative position of the schemes can
be apprecialed numerically in Table 1, presenting the root mean square error as percentage of the
difference between the function’s maximum and minimum.

Table 1 Schemes' Errors at Various Eigenvalues
Pe=10; 10x10 spacings grid

v 3 Central Exponential UNIFAES LOADS
Function Type A
0.1 0.0001 0.000,2 0.000,05 0.000,05
1.0 0.012 0.023 0.006 0.006
25 0.114 0.199 0.081 0.062
50 0.434 0610 0.257 D.261
7.5 0.661 0.796 D414 0.415
100 0679 0.756 0.490 0.469
12:5 0.969 1.082 0.B66 0.773
150 1.070 1.147 0.673 0.841
Function Type B
0.0 0.086 0.0 0.022 0.030
1.0 0.086 0.001 0.023 0,032
25 0.086 0.008 0.030 0.040
50 0.104 0.026 0.046 0.060
7.5 0.143 0.045 0.062 0.081
10.0 0.185 0.090 0.132 0.182
12.5 0.107 0.202 0.259 0.371

15.0 0.160 0.219 0.254 0.363
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Table | (cont)

Function Type C
01 0.000,1 00005 0.000,05 0.000,05
10 0.012 0.031 0.005 0.005
2.5 0.068 0.016 0.016 0.017
50 0.053 0.050 0049 0.051

Function Type D

00 0.086 0.0 0.022 0.030
10 0.198 0.000,09 0.005 0.007
2.5 0.141 0.007 0.030 0.C40
50 0.053 0.050 0.049 0.051
Function Type CD
5.0 0.053 0.050 0.049 0.051
7.5 0,123 0 158 0.167 0.184
10.0 0.286 0308 0.278 0.321
12.5 0.504 0.491 0.510 0.547
15.0 0.679 0.642 0.695 0.723
Function Type DC
50 0.053 0.050 0.049 0.051
1.5 0.114 0.168 0.148 0.189
10.0 0.268 0.276 0.279 0.309
128 0.528 0.528 0.481 0.556
15.0 0.575 0574 0.503 0.585

The case 4 =1 with Pe=10 corresponds 1o the same ratio A/ Pe as the four first examples ahove
and the relative position of the schemes is analogous. The same occurs with other low ratios 4 7 Pe .

With few exceptions, there is a general increase in the errors of all schemes as the ratio A7 Pe
increases, maintaining their relative positions bul decreasing the relative distance berween them, so the
four schemes present roughly the same performance when this ratio is about or above unity. UNIFAES
presents the smallest the errors within a wide range of functions and ratios 4~ Pe .

The behaviour of the schemes at high eigenvalues with high Peclet numbers can be investigated by
employing a summation of functions type A on the form:

Slstf A, n)if2m—1) (18.1}

¢=i Hp[ﬁe-,}Pqu,;’

where

A =(2m=1)Ag (18.2)
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that produces the purely convective transport of a stepwise profile as both the Peclet number and the
number of terms in the series, M, tend to infinite.

Such inviscid configuration has been used as a basis for describing the flow-to-grid influence upon
the upwind scheme since Wolfshtein's (1968) numerical experiments (see also Patankar, 1980). The
flow-to-grid problem has already been discussed for a continuous function case, where the present
scheme has shown excellent performance. The convection of a stepwise profile is a severe test function
for convection-diffusion schemes: first due to the high Peclet number, second because the function’s
discontinuity voids any conclusion based on Taylor series analysis, third because the square wave is a
slowly converging function, where high frequency terms have strong influence.

Figure (15) shows the results of UNIFAES, UNIFAES-Upwind, LOADS and the simple
exponential scheme for the case Pe= 10° Ag=m2/2=222 and M = 500 with 40x40 spacings
grid,

068  — ==
_ @  Exact ++-‘1
1 , . o
0.4 , —+ Exponential
' ] ‘ o UniFAES-normal ‘ - F.-ﬁ*
4 : &
= LOA we L x
e OADS |4 ;
02 4 UniFAES-upwind |

: ' 19’4
*
] Eti2

Function value
o
o
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(N}
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i } $|
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l & &
0, IS S S =S
-0.5 0.0 0.5
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Fig. 15 Exact and Numerical Profiles for Summation of Functions A for x=0.475, 40x40 Grid, Pe= | 09 , 8=2258
Degrees

The exponential scheme always shows diffusive behavior. All other schemes’ solutions are closer to
the exact solution, but present some overshoots or undershoots. LOADS shows undershoots in the
lower level region, UNIFAES-Upwind in the upper level, and UNIFAES presents both overshoots and
undershoots, however its errors are smaller in the minimax sense.

In fig. (16) the same problem is taken under the point of view of the rate of decrease of the rms error
with refinement, showing that both UNIFAES and LOADS have superior rate of spatial convergence to
the exponential and that UNIFAES-Upwind appears to present the same rate than the exponential.
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Fig. 16 Numerical Schemes' Root Mean Square Error Dependence on Grid Refinement for Summation of
Functions A, Pe= /0)° , =225 Degrees

Stability and Convergence

As already said, the computations above employed the transient Alternating Direction Implicit
method for five node schemes. The terms K for UNIFAES and LOADS were computed explicitly and
included in the deferred correction term ¥ . Therefore, the computations are effectively implicit for the
five-node schemes, but partially explicit with respect 1o these other schemes.

For the square grid case the relevant parameter for the stability of transient-like iterative processes
is p = AVAX’, Most computations above were performed with py = /0/ Pe , except for Pe bellow 10,
were a unitary value sufficed.

Table 2 presents the number of iterations required for A and B problems with Pe=1000, A =10,
8 =225 degrees, 10x10 spacings grid, for several values of g . Each iteration is actually constituted of

two ADI cycles: one sweep from West 1o East boundaries, one from South to North, one from East to
West, and one from North to South.

Table 2 Number of Iterations for Various Time-Steps
Pe=1000; A. =10, 10x10 grid spacings

Function A
Py
Scheme 0.002 0.005 0.01 0.02 0.05 0.1
Central 678 288 178 138 175 288
Exponencial 50 21 g 10 14 27
UNIFAES 50 27 30 151 no cvg. no cvg.
LOADS 64 29 17 14 185 no cvg.
Function B
Scheme 0.002 0.005 0.01 0.02 0.05 0.1
Central 562 247 146 1 140 235
Exponencial 1 1 1 1 1 1
UNIFAES 1 1 1 1 1 1

LOADS 28 13 B 7 124 no cvg.
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When precise transient information is required, so that p, must be small, the number of iterations
is necessarily high for all schemes (although in this case LOADS should be changed), When the
transient is employed solely to reach the steady-state, the number of iterations is minimized for p;
roughly about 0.01. In the present case the number of iterations is proportional to the computational
time spending, since the calculation of the coefficients is done only once for each scheme. For optimal
values of p; the number of iterations of both UNIFAES and LOADS are closc to that of the
exponential and much lower than that of central differencing. LOADS needs generally less iterations
than UNIFAES in function A, whilst UNIFAES is much quicker than LOADS in function B.

The convergence of the algorithm with the two five-node schemes occurred for all values of p; in
the table, but with UNIFAES and LOADS convergence was not so unconditional, UNIFAES has more
restrict range of stability in function A and LOADS more restrict range in function B. Improved

- stability could be expected for both schemes by employing effectively implicit methods. However, for

the present purposes the simplified approach was capable of offering quick results within its restrict, but
wide, stability range.

Conclusions

The methodology of Allen for constructing exponential type differencing schemes for convective-
diffusive transport equation was generalized for irregularly spaced grids, and then introduced within the
control volume methodology as a means to compute the source term of the generating equation,
constructing a new scheme of the family of exponential schemes that includes LOADS and Flux-Spline.

Although restricted to the constant velocity case, the methodology of testing employed, sweeping
the spectrum of solutions, was able to reproduce many of the situations found in applied problems, such
as the effects of flow-to-grid angle, Peclet number variations and the distinct levels of smoothness or
steepness of solutions.

The schemes that employ the source term of the generating equation, LOADS and UNIFAES,
presented in general superior accuracy to the classic schemes central and simple exponential. UNIFAES
has shown the best performance almost always, while LOADS presents undesirable wiggles in some
cases. On the other side UNIFAES is simpler and more general than LOADS, since its computation of
the generaling equation’s source terms only employs terms emerging from the direction under
consideration, demanding no information from source, transient and cross-fluxes terms.

The present scheme was given a name inspired in the fact that it unified two so far distinct
numerical approaches with regard to the exponential interpolating curve. Through the test cases it has
also been shown to unify accuracy and stability with relative simplicity and great generality. Those
results are clearly encouraging of further testing and application of the present scheme.
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Abstract

The fimte-difference method 15 widely used in the formulation of a mathematical representation of the solidification
process in metal‘mold systems. When complex geomeiries have o be analyzed, generally Finite-Elements Methods
are preferred The present work proposes a modification n the distribution of elemenis from the mesh, by using an
analogy berween electrical and thermal circuits, which permits greater versatility in discretizing regions of
camplex shape The governing equation of electrical circuits theory is used by applying an explicit version of the
Firute-Difference Method

Keywords. Mathematical Modeling, Solidification. Simulation, Two-phase Systems.

Introduction

The numerical techniques applied to the solution of differential equations governing a number of
engineering problems, emerge as powerful tools for the simulation of manufacturing processes. The
progressive advance of computer facilities has permitied the development of models of high precision
and efficiency, which can be applied in different areas of the human knowledge. Particularly in the
modern foundry industry, the simulation of the solidification process has become an increasing practice
in last years in the search for betier quality products. Porosities formation, the number and size of
inclusions, species distribution, surface cracks, etc., as well as cooling rates along the foundry system
can be predicted and modeled by using an appropriate numerical approach.

The numerical tools based on the finite difference technique have proved to be flexible and efficient
when analyzing heat transfer phenomena. and are widely applied on:

- One-dimensional and multidimensional systems;
- Systems where physical properties varying with space and/or time must be considered;
- Systems with variable boundary conditions;

- Systems where the physical body has to be represented by a mesh vanable in form and size in
order to permit a better description of geometric features.

—— Nomenclature

C, - Capacrtance [ /K], 1,1 - Mesh Indices, T - Temperawre [K];
¢ - Specific Heat [J/kg K], k - Thermal Conductivity Tox e Toy - Cooling Temperatures
g - Sahd Fraction [%]. [Wim.K], [K]:
H - Latent Heat of Fusion [J/kg):  Lxely - Length[m], t - Time[s],
hox e hoy - Heat Transfer NxeNy - Number of Elements x'.'y' ¢ 7'~ Space Coordinates [m];
Coefficients in in directions X and Y, p - Density [kg/m?),
directions X and Y n - Time Index,
[W/m K], R, - Thermal Resistance [K/W],

A number of authors (Spim and Garcia. 1992; 1993; 1996} have developed numerical models based
on the Finite Difference Method (FDM), including applications on the continuous casting of steel,
Manuscript received: December 1994. Technical Editor: Leonardo Goldstein Jr
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metal-mold systems of complex shapes and in general analysis of foundry systems. These models have
proved to provide a realistic description of these processes, and can be considered extremely versatile in
terms of the development of computer programs for simulation and control of industrial processes.
However, the application of FDM to complex shaped geometries as shown in Fig. 1, can be a difficult
task. Spatial domains with a very fine grid, like some used on the solution of pmblcms of solidification
of metallic alloys, rapid transient boundary conditions and phase change (Voller, 1991, Ramakrishna,
1984), require a significant increase on computer memory storage, The computation time can be
impractical when using traditional solution techniques since it is proportional to the number of nodes
squared.

et }‘h

/4-’ _&'\\
/ N
+ ]
\ f l
SeE \ A
B i T[r @i B = Numerical Error
(A) (B)

Fig. 1 (A) Finite Difference Network on Spatial Domain; (B) Numerical Errors on Boundaries.

Patankar (1980) suggests mesh manipulations when using the finite difference representation of the
heat conduction equation in cartesian, cylindrical or spherical coordinates. However, he is not clear
about the treatment to be given for complex boundaries where it is usually impractical to choose a
uniform square mesh. In these cases a very refined grid is necessary for providing accurate simulation,
Philips e Schimidt (1984) have proposed a multigrid computational scheme, which permits the use of
local mesh refinement. A coarse grid is used for the main part of the physical body and at the irregular
boundaries a sufficiently fine grid to yield accurate results is adopted. The success of the proposed
approach depends on the transmittal of information at the interface boundaries between grid patterns,
The authors have observed a significant saving on computational time and computer memory storage.
The approach generates simultaneous results in real time, in both coarse and fine grids, and an iterative
process to connect solutions of each grid mesh is not necessary.

Heat Transfer During Solidification

The solid/liquid phase change heat transfer problem can be analyzed by the heat conduction
equation (Incropera, 1981), given by:

ole- nE) 3‘3("‘” ]+§[w %]%[w %] )

where p, ¢, k and H are respectively density, specific heat, thermal conductivity and latent heat of
fusion. The term 'fs' is the solidified fraction, “T" is the temperature, 't is time and 'x', 'y’ and 'Z' the space
coordinates.
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During solidification of binary alloys the phase transformation takes place in a situation where solid
and liquid phases can coexist in equilibrium at various temperatures and separated by a intermediate
phase between the liquidus temperature (7 and the solidus temperature (Tg). This intermediate region
is called mushy zone.

Usually, the metallic alloys used in engineering applications can be considered as isotropic
materials in terms of conduction, where:

kix)=k(y)=k(z)=k (2)
The term L %J on the right hand side of Eq. (1) can be considered as a pseudo specific heat.

The apparent specific heat represented by ¢’ = tc— H%‘J includes the effect of latent heat evolved

internally during liquid/solid transformation.

The physical properties when the material is totally liquid or completely solid will be considered as
constants, and:

P=p, k=k. and c=c. o Liquid phase = 100% Liquid

P=p;: k=ks and c=cs = Solid phase < 100% Solid

At the range of temperatures where solidification occurs for metallic alloys (Ty;gyigus S T <
Tsolidus): the physical properties will be evaluated taking into account the amount of liquid and solid
which coexist in equilibrium at each temperature (Voller, 1991):

Pp =(P_|‘- _pL)!,+pL (3}
kp=(ks-ki)fo+ky 4)
b =(es —e) frve -H I )

Considering the assumptions described above, Eq. (1) in a two-dimensional form can be written as:

e B e

pe —=k PYRPY

ar [afr a’r]
a

(6)

The solid fraction, depends on a number of parameters involved in the foundry system. However is
quite reasonable to assume f; varying only with temperature:

S5 =F(T) where Tg<T< Ty (7)



385

J. of the Braz. Soc. Mechanical Sciences - Vol. 19, September 1897

The correct formulation of F(T) is dependent on chemical species present in the alloy composition
and on the way they interact with solidification parameters. The f((T) can be obtained from: 1- Lever
Rule; 2- Scheil's Equation; 3- Brody-Flemings Model; 4- Clyne-Kurz Model; 5- Ohnaka's Model

(Spim. 1996).

Finite Difference Representation of the Heat Conduction Equation
By introducing finite difference terms into Eq. (6), yields:

b=

n+l " ned - nf nef n-1 el
T.:,_: =iy =k[7;+1,;_2?1; +T;-I,; i :,,-+.f‘27:,; + -

; 8
FE . 57 ®)
where;

I =T+ Axy,) (9)
T =T0,.%,.3,) (10)
H-:’,{J’ =T, = A.x, + 4vy, ) ?}ﬂ;{ﬁ?"ﬁ. + A xy, y, + dy) (1
I =T+ dx, - Axy,) =T, + dux,,y, - AY) (12)

and 1, X; and ¥ are instantancous lime and space representations,

Multiplying Eq. (8) by ‘Ax. Av. Az" and considering in each case Ary = Ax. Az and At = Ay. Az

kaﬂ}'}} _7:.";1)
! Ax

kﬂr{l{l_nﬁdj*f‘" kﬁr;-{‘_'lrf.”
¥ d}' ¥ d)'

-1 T
kﬂr‘-‘,f ¥ Fl}
Ax

Ac By Az po —L = L= A1,
(13)
+ At

Equation {13) represents heat flux variations with time.

Analogy Between Electrical and Thermal Circuits and the FDM
Numerical Technique Applied to Heat Flow Phenomena

There is a large body of literature dealing with the analogy between a thermal system and the
passive elements of an electrical circuit (resistors and capacitors), according to Egs. (14), (15) and (16)

and Figs. 2 e 3 (Holman, 1983):
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CI,J =p,, .c,‘-J.Volu (14)

where: Vol, ; = Ax; 4v; Az
In Figure 2:
T;"; = Temperature of 'i,j’ at time 't';
g Heat flux entering the element;
gs = Heat flux out of the element;
g, = Charge flow of Cy; K
gp = Uncharge flow of C; J

l Pij Vi |
B gel o8 s e
I |'J [ .
e = ﬁy_]
T
__n..q & qD
g €t Az
l . AX; I
—_——
_— " Heat Flux Paths 'q'
S
Fig.2 Physical Representation of Thermal Capacitor
Dist
Rt ; —W (15)
In Figure 3:

T;". = Temperature of 'i,j' at time 't'
T4ms = Environment iemperature;
k;; = Thermal conductivity of point 'i,j";

h, = Convection heat transfer coefficient;
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= ¥ = Ainb
s g Rtl.j Rtl,j
—— kl,]

Fig.3 Physical Representation of Thermal Resistances

[t can be seen on Eq. (13), that each term on the right hand side is related to an equation similar to
that which defines the thermal resistance Rt;; Eq. (15), in the following manner:

A

. " ! !

(7;'1;1,- =T 4 (??'l:., -7 )

1k ' - = (17)
Ax R jeiet,

where the term Ry, ., , represents the thermal resistance at the heat flux line from point "i+1,j" to
the point "i,j". It can be observed on Fig. 4, that this term is given by the sum of thermal resistances
inside the element "i,j" - (from center to the Aty interface) and thermal resistances inside element
"i+1,j" - (from Aty interface to the center), according to the following equation:

"1".: 3 4";+M’

R e i= R+ Ry = (18)
Sl SRR " SR AL Db
The right hand side terms of Eq. (18) can be rearranged in the form:
k Ax, +k, , Ax,
Rl; fe=1ed = 4 ﬁ_‘_aﬁk,”]’ L i 1 - - i “9}
¥ ! 2 Ar, kf.f k,'.'.f”’ 2 Afr kf"’.’.." k{!

The mean thermal resistance between points 'i+1,j' ('ki+; ;') and 'i,j' ('kij'), 'kq', can be defined as:

a kl-h".l' dx, + ka'.f dx,”

(20)
k:n‘.: k

1.1

Equation (20) is well known and applied for multiphase materials (Kingery, 1976), and is
recommended to be used for cases of variable thermal conductivity (Patankar, 1980).
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Fig-4 Physical Representation of Thermal Resistances for Heat Flow Through Neighboring Elements
A similar procedure makes possible to find each term on Eq. (13), resulting:

) + ! -1 -1
Crl.} ﬂ“if_rﬂ) = ?:-I,_,' Y m!.‘f + T:‘:}-i-f + T-‘:!—f
g LN -
M R’I.; * Rf,+ 1.J R’:.J + RI!-."._; R'r.-._,r + Rr;..l “t er,; + R'U-J

(21

.,[ 1 ! I ! ]
T + + +
Ry, + Rt 1 Rtu +Rt,, Ry, + R‘u*f Rt ;+ Rty

By rearranging Eq. (21), we obtain:

A‘ + + B} +
Wimncs gl R el O el B d U] (i Lyt s
L/ J J L+ -1 S

Tivlf Fid g Eipet Tijd Tiy

where:

f1o1y =Cty (Rt + Re, ) (23)
Frry = Cto (Rt + Ry (24)
fper =Ctiy (Rey .+ Re,,) 29)

€41 =Cti (Rt .y + Ry, ) (26)
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L=l+f+l+l @7)
T

ki Tiaty U=ty  Tijer  Tij=1i

Equation (22) represents the implicit form of the finite difference method. The equation
representing the explicit form is obtained by a similar treatment and is given by:

e M A At At At
= & T =T+ .,J_,+[;-—-}1;_'j,- (28)

Lty Tty Tyl Tyl

Equation (28) becomes unstable for Af < 4 (Stability Limits).
Equation (22} can be solved by introducing a linear system:

m.[u,].{r,‘,}"” ={z,} (29)

where there is no restriction on the size of the time step Ar.

Application of the Thermal / Electrical Analogy to a Net of Variable
Mesh Size

The literature presents a number of papers treating the finite difference mesh with variable size
(different values of Ax, Av, Az). Patankar (1980} has pointed out the advantages of using a non-uniform
mesh to cases of one and two dimensions grids, as shown in Fig. 5.

A
— Yi+2

Ay

AYji

Il
s

RREERTLAY

Axyy

Fig.5 Finite Difference Mesh with Elements of Different Size

However, the network shown in Fig. 5 will not be efficient when applied 1o irregularly shaped
domains, due to numerical errors associated, as it was shown in Fig. 1. An irregular boundary may be
approximated by a series of rectangular steps, as shown in Fig. 6, yielding a more efficient solution.
Anyway, the mathematical treatment of this grid is not an easy task.

It can be seen that at the coarse elements / fine elements interface there is not a common heat flux
path, as shown in Fig. 7:
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Fig.6 {A) Conventional Grid; (B) Modified Grid
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Fig.7 Heat Flow at the Coarse Grid / Fine Grid Interface
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Philips e Schimidt (1984) have proposed an approach to obtain a solution for the network proposed
in Fig. 7. However, the above mentioned approach is restricted to the connection between coarse grid

and fine grid.

The present work presents a solution for the problem formulated in Fig. 7, based on the analogy
between thermal and electrical circuits. It is important to emphasize that when the finite difference
network is modified from thermal to electrical elements, it will be subjected to the theoretical
considerations which are applied to electric circuits (resistors and capacitors). This permits a flexible
and versatile representation and connection among electrical elements, as can be seen in Fig. 8, where

each coarse element is connected to these elements of the finer grid.
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Fig.8 Modified Network: Coupling of Coarse and Fine Elements

_ The mathematical approach is similar to that used in the conventional finite difference method, that
is:

Flux (@) Flux (@)
Z entering | = z leaving (30)
point (i, j} point (i, j)
However, it is not easy to determine the flux qj-] p 8 can be seen in Fig. 8, where by using
electrical relationships, we have:
G-ty =Tkm Tk m+! Y koms2 (31)

We can now suppose that a nodal point of temperature T, is connecting the resistances of the
coarser grid with resistance of the finer grid, according to Fig. 9:

Rt k.m-i-z
Tearz — ~ )x
"'—— q k,m+2
Rt ij)x Tij
Rt Ir.,n+1):
Tkmtl @ —— NN
‘——' 9 Kkm+] G -4
= Rt km)x
e km

Fig. 8 Nodal Point Connecting Coarse with Fine Grid
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Heat flux is given by:

n+ +1
Uy —T;

n+| _
L R'rf.jjx (32}
e i+
n+l _ 7P+ - a;‘
Giem = R
1 !
n+i T;+ a2 kﬂ;!-rl'
Qkmei =
R"k,mh‘)x (34)
an ;,md_nn;i}
km+2 =
‘o Rrk,m-l-?.lx (35)
By substitution of Eqs. (32), (33), (34) and (35) into Eq. (31}, we have:
Tn-r.f Tn-e-.’ Tn-w-)‘ Tﬂ+.r'
T;” =Rﬂ'[ i k,m 5 k! s k,m+ 2 (36)
Rri,;}x Rj)(,m}x R'rk.mﬂ'}.t Rtk.mi—))x
where:
-1
Rp=[’+’+f+’J (37
R‘r.;)x R‘Jc.m)x R‘k.mﬁ)x R'k.mu)x
So, by substitution of Eq. (36) into Eq. (32), the heat flux ¢, 1j is given by:
i+ | i ! +
net TRy [ R ] i
& R'rf-.l')x R‘l.}).t R’:,Jr)x R'k.m)_r R"k.mﬂ}x Rfk,m-h?jx

For one element of the coarse grid connected to N elements from the fine grid, the general equation
is given by:

H & f N +
VI [r;fzr ; r"} 3

er.j}x Rf:‘.j}x RII',_,!').\‘ mz‘,mk.mj:
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N =1
! /
RS = + (40)
v [R!!.;jx z R"km}x}

m={

The solution for any point of the network, representing the physical body, is given by:

At ! / / ! !
N~ el -aid, ety -all)+ 1
W (41)

Validation of the Coupling Between Coarse and Fine Grids

In order to test the above approach, a comparison between prediction furnished by Eq. (41) and a
exact solution would be convenient. As there is no exact solution available, comparisons will be
performed by using a conventional finite difference technique with an extremely fine grid. The physical
body to be considered is a rectangular ingot cooled in two surfaces and insulated at the opposite
surfaces. as shown in Fig. 10.

In Figure 10:

- Lxand Ly are ingot dimensions in X and Y directions,

- Nxand Ny are number of elements form the mesh in X and Y directions,
- Tox and Toy are cooling temperatures in X and Y directions, and

- hox and hoy are heat transfer coefficients in X and Y directions.

Simulation starts with all the nodal points at a temperature above the liquidus temperature.
Solidification begins at the cooled surfaces and the solidification front is progressively displaced toward
the insulated regions. The beginning of solidification is characterized by the nodal points at the liquidus
temperature, and the solidification front by those points at the solidus temperature.

| Iy Insulated Region ‘
| V=N L

Cooling S T

Temperature = Toy 5 7| | Tr Ingot

Heat Transfer

Coefficient = hoy Ly _____:_T j iy J‘,

Cooled F‘-\x I = .{
Region Nx

Cooling Temperature = Tox
Heat Transfer Coefficient = hox

Fig. 10 Physical Body Admited for Simulation
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The materials selected for simulations were a 0,62% carbon steel and a Al-4,5%Cu alloy. The
thermophysical properties used in calculations are presented in Table 1. To take into account the
evolution of the solid fraction in the range of solidification, the lever rule was assumed for the steel and
the Scheil's equation was considered for the aluminum alloy (Spim, 1996). The numerical computer
program has been structured by using the C language, and the simulations were performed on a DX4-
486/100MHz computer with 16Mb of RAM memory.

The different network configurations used on simulations and comparisons are shown in Fig. 11,
The number of elements on the coarse network, Nx and Ny, were taken as reference values. The grid
was then refined according to cases (B), (C), (D) and (E} in Fig. | 1.

(A)

Coarse Grid

Ny Number of Nodal Points shix . Ny

(8) Refinement with
9 Elements
Number of Nodal Points =2 . Afx . Ny

(C) Refinement with
49 Elements

Number of Nodal Points =49 . Nx . Ny

Refinements on Surface
with 4 Elements

Number of Nodal Points =
Nx . Ny + 3.Nx +3.(Ny-1)

(D)

(E) Refinements on Surface
with 9 Elements

Number of Nodal Points =

Nx . Ny + 8Nx +8.(Ny-1)

Fig. 11 (A) Coarse Grid; (B) Refinement with 8 Elements; (C) Refinements with 49 Elements; (D) Refinement on
Surface - 4 Elements; (E) Refinement on Surface 8 Elements
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Table 1 Physical Properties

Thermal  Specific Heal Density Temperature Latente

Metal Condutivity ¢ [Jkg K] p [kg/m?) X1 Heat References
k (Wim K] H [Jkg]
Al-4 5%Cu Solid 100 880 2750 821 384000 Metals
Liquid 180 820 2650 920 1989
Ago 1062 Solid 254 679 7000 16903 260000 Wahbum
Liquid 283 670 7400 1765 1972

Results of Simulations

A first set of simulations was carried out to confirm the validity of the proposed model, by
comparing predictions with those provided by a conventional finite difference technique with an
extremely fine grid. Fig. 12 shows the results concerning the cooling curves of a surface point for
different network refinement situations. It can be seen that a single refinement on surface with 9
elements permits the proposed model predictions to have an excellent agreement with the results
furnished by the fine grid conventional finite difference method.

1600
Results Provided by Conventional
1400 || Finite Difference and
. the Proposed Model
1200 —§ ! = — — Coarse Grid - Conventional FDM
11 - A~ Surface Refinement - 4 Elements
1000 — “ - E) - Surface Refinement - 9 Elements
. A ——— Fine Grid - Conventional FDM

Temperature [FC]

1| Material - 0,62% C Steel

o I | | I l 1 | I | 1 ' | I 1 'I I I ]
0 30 60 90 120 150. 180 210 240 270 300
Time [s]

Fig.12 Comparison of the Proposed Model with Fine Grid Conventional Finite Difference Method Predictions

The main advantage of a local mesh refinement consists on higher simulation velocities, as well as
on significant savings in computer memory storage. Table 2 shows the input data used on simulations
and characteristics of computer processing. It can be seen that the computational time required for the
coarse grid solution is 27 times higher than that necessary to yield the refinement on surface solution (9
Elements), and the consequent computer storage requirement is 4 times higher.

Figure 13 shows the results of cooling curves simulated for different elements from the mesh
subjected to a refinement on surface with 9 elements, and compared to the cooling curve for the case of
a non-refined grid (element at corner of the cooled region). The physical coherency of the relative
position of the resulting curves can also be observed in Fig. 13,
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1600
1400 L -~@ - Element n. 9
7 - A - Elementn 8
1200 — \‘ Mon - Refined Gnd
4 \ —&— Elementn, 2
E.lmu_ L —ik— Elementn. 1
g o
E m_
R 4
400 —
200 — =2
1 Material - 0,62% C Steel |
o S (N R - - OO I . (i L)
0 30 60 80 120 150 180 210 240 270 300 2330
Time [s]

Fig. 13 Comparison of Simulated Cooling Curves Refinement on Surface - 9 Elements and Coarse Grid

Table 2 Simulation Data and Processing Characteristics

Material: %C =062
Carbon Steel
Ingot Dimensions (m) Cooling Temperature Heat Transfer
(K) Coefficients (W/m* K)
Lx=0.20 Tox = 308 hox = 1000
Ly=0.15 Toy = 303 hoy = 2100
dz = 0.01

Processing Results
Total Number of Computer Storage  Computational

Elements from the Mesh Elements (Bytes) Time (s)
Nx = 20; Ny = 10 200 800 74
(Coarse)
Nx = 60; Ny = 30 1800 7200 6200
{Refined)
Nx = 20; Ny = 10 287 1148 118
(Refinement on Surface)
4 Elerments
Nx = 20; Ny = 10 432 1728 230
(Refinement on Surface)
9 Elements

A similar comparison is shown in Fig. 14, for ¢lements situated 10 cm away from the comer of the
cooled region, in the X and Y directions.

In order to verify the model performance for the case of materials of higher thermal diffusivities,
some simulations were performed with an aluminum-copper alloy (Al-4,5%Cu). The results can be seen
on Fig. 15 where the proposed model predictions are presented for the cases of refinement on surface
with 4 and 9 elements and for a fully refined grid with 9 and 49 elements. The resulting performance is
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similar to that observed at the previous analysis with steel. Table 3 shows the input data used on
simulations and characteristics of computer processing.

1600
~ = = = Non Refined
1400 \
\ - A - Refinement on Surface -4 Elements
A — n @ |
1200 — . \\ Refinement on Surface -9 Elements

y Analysed
P2 Elements

10
c. " ke |

-~ 0em X

- -

Temperature [°C]
g B
i

P2

-

4 Tox = 35°C hox = 1000 W/m2.K| P1
Toy =30C  hoy = 2100 W/im2.K
I'TIIII'I_IIIIIIIIIIITI'III_
0 30 60 90 120 150 180 210 240 270 300 330 360
Time [s]

Fig. 14 Comparison of Simulated Results Proposed Model and Non- Refined Grid

700
= = = Non Refined
630 ~
\ —3— Refinement on Surface - 4 Elements
sso 4N\ | - @~ Fully Refined - 9 Elements
A ‘\ - ip- Refinement on Surface - 8 Elements
490 - \| — Fully Refined - 49 Elements

Temperature [°C]

<4 | Material : Al-4,5%Cu Alloy

L D R T N
60 B0 100 120 140 160 180 200 220
Time [s]

70

P AL
0 20 40

Fig. 15 Comparison of Simulated Results Proposed Model and Non-Refined Grid
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Table 3 Simulation Data and Processing Characteristics

Material:
Al-4,5%Cu
Ingot Dimensions (m) Cooling Temperature Heat Transfer
(K) Coefficients (\W/m*.K)

Lx = 0.20 Tox = 308 hox = 2100

Ly=0.15 Toy = 303 hoy = 1500

dz = 0.01

Processing Results
Total Number of Computer Storage  Computational
Elements from the Mesh Elements {Bytes) Time (s)
Nx=5 Ny=5 25 100 68
(Non-Refined)
Nx =15 Ny=15 225 900 491
(Fully Refined- 9 Elements)
Nx = 35: Ny = 35 1225 4900 10820
(Fully Refined-49 Elements)
Nx=5 Ny=5 52 208 205
(Refinement on Surface)
4 Elements
Nx=5Ny=5 97 388 263
(Refinement on Surface)
9 Elements
Conclusion

The proposed model has proved to be efficient, versatile and easy of manipulation, as can be seen
by the presented mathematical development. It can be applied to complex shaped domains with a good
numerical accuracy and substantial savings in computational time and computer storage requirements.
The coupling of elements from the fine grid with those from the coarse grid has been validated by using
the Thermal/Electrical Analogy. This approach should be of considerable use in describing real foundry
situations.
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Abstract

The aim of this work war (o study the behavior of the plan tangential grinding process with conventional grinding
wheels. under several machining conditions and a selected dressing condition. The analysis of the grinding
performance was done regarding the cutting surface wear behavior of the grinding wheel for brittle and ductife
steels workpieces, The grinding input parameters, which were. cuting speed, workpiece speed and cutting feed,
were chosen based on the grinding maching characteristics. The results discussion emphasized the wear
mecharnusm of the grinding wheel cutning surface and the cutting phenomenology of the grinding process.

Keywards Machuing Conditions, Conventional Grinding Wheels, Grinding Wheel Wear.

Resumo

Nesie trabatho foi estudado o comportamenio do processo de retificacdo plana com rebolos convencionais.
submetido a diversas condigdes de usinagem ¢ de uma condigdo de dressagem. O comportamento quanta ao
desgaste da superficie de corte, durante a retificagdo de agos frageis e dicteis. também foi analisade. Os
pardmeiros de entrada (velocidade de corte, velocidade da pega e penetragdo do rebolo na pega) que definem uma
condigdo de usinagem, foram escolludos em fungda das caracleristicas da mdquina retificadora.

Palavras-chave: Condigdes de [!sinagem Rebalog Convencionais, Desgaste de Rebolos

Introdugao

Durante os Gltimos anos os requisitos de qualidade e funcienalidade dos componentes fabricados
industrialmente tem aumentado significativamente. Como conseqiléncia, os componentes tem sido
fabricados com melhor qualidade, e mais rapidamente, para compensar o custo do matenal utilizado e o
processo de usinagem. O custo de produgdo ¢ substancialmente agravado na usinagem de pegas com
geometria complexa (Westkimper ¢ Tonshoft, 1993).

A concorréncia estrangena estd obnigando as indidstrias nacionais a atender aos padroes
internacionais de qualidade ¢ desempenho de um produto. Isto implica no conhecimento detalhado de
aspeclos basicos que vdlo desde o projeto até a fabricagdo das maquinas ¢ equipamentos.

Na fabricago de maquinas ¢ equipamentos de precisdo sdo utilizadas pegas com tolerdncias
controladas (dimensionais e de forma) e rugosidade superficial de pequena magnilude. Essas pegas sdo
obtidas. normalmente, através da operagdo de retificagdo de precisdo, a qual deve proporcionar minimo
custo e maxima produgdo (Bianchi et al., 1996),

Um dos processos de acabamento mais utilizados na fabricagdo de pegas de precisdo € o processo
de retificagdo apesar de o mesmo ser um dos processos menos dominade lecnologicamente, se
Manuscnpl received. November 19968 Technical Editor Paulo Eigi Miyagi
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comparado aos processos convencionais de usinagem. Esse processo também tem a fungio de
solucionar os problemas de qualidade e tempo de toda a seqiiéncia de fabricagio (Kegg, 1983).

O desempenho da operagio de retificagdio ¢ muito dependente da habilidade e sensibilidade do
aperador. e das condigdes de usinagem ¢ dressagem do rebolo (afiagdio). A otimizagdo desta operagio
de usinagem ndo pode ser obtida alterando-se apenas um pardimetro de entrada do processo,
Normalmente, o operador € responsavel por decidir, através do método de tentativas ¢ erros, sobre os
procedimentos aos quais as pegas devem ser submetidas para sua confecgiio.

Um exemplo caracteristico dos problemas que podem ocorrer durante uma operagéo de retificagio,
do tipo cilindrica externa, esta relacionado aos seus pardmetros de entrada. Imagine-se um operador que
verifica um aumento excessivo na rugosidade da pega. Por iniciativa propria ele decide que, para
eliminar este problema sem comprometer o lempo de fabricagdo, deve aumentar a velocidade de corte
do processo. Entretanto, essa alteragdo eleva a temperatura na regido de corte provocando queima na
superficie da pega. Para resolver esse nova problema. ele melhora a refrigeragio da operagéo,
aumentando a pressdo e a vazdo do fluido de corte. Nao conseguindo resolver o problema de queima
com ¢sta atitude, opta por aumentar a velocidade periférica da pega. Isto eleva o nivel de vibragdes, por
desbalanceamento da pega, provocando maiores danos na superficie da mesma. Como estas alteragdes
ndo proporcionaram a diminuigao da rugosidade, o operador resolve diminuir a velocidade de corte.
Com isto, € diminuida a dureza dinimica do rebolo que passa a desgastar-se mais ¢ irregularmente,
provocando erros de forma na pega, que antes ndo existiam,

Este exemplo mostra que o desempenho desejade de uma operagdo de retificaglio ndo pode ser
obtido alterando-se apenas um dos pardmetros de entrada, mas uma combinagdo bem elaborada de
todos os parimetros envolvidos, simultaneamente (Konig, 1980).

Conhecendo-se o comportamento do processo de retificagdo, pode-se interpretar melhor a operagio

que esta sendo realizada em uma pega e proceder is modificagdes no processo que possibilitem atingir
os resultados desejados.

— Nomenclatura
a = penetragio do rebolo na h = espessura equivalente de Q= taxa de remogio especifica
peca [um] % corte [pm] de metal no tempo
ay = profundidade de Hemax espessura tedrica maxima [mm?/s)
dressagem [mm) do cavaco [um] R, rugosidade superficial da
A =  4reade dressagem [mm’] Ka tensdo de escoamento do pega [pum]
b = largura média do lopo dos metal da pega [N/mm?] Raf rugosidade superficial
grios abrasivos [mm] K pressao especifica de corte obtida na altima passada
by = largura de atuagio do ['Na’mmz] de cada ensaio [pum]
dressador [mm] L espagamento médio entre Sa passo de dressagem
d. = didmetro externo do rebolo 0s grios abrasivos [mm)| [mmivolla]
[mm] | comprimento de contato Ug grau de recobrimento de
Fy = forga tangencial de corte ’ entre o rebolo e a pega dressagem [—|
final [N] [mm] Y, velocidade de corte [m/s]
Fum = forga tangencial de corte Ny rotagdo média em cada Vo velocidade da pega [m/s]
média da iltima passada passada [rpm] Z, volume de metal removido
[N] Pe paiéncia de corte [W] [mm?)
Fug = forga tangencial de corte Pa poténcia de corte zZ volume de rebolo gasto
em um grio abrasiva [N] instantanea [W] ' [mm’]
G = relacioentreZ e Z [ Pe poténcia de corte n coeficiente de atrito entre

média| W]

© grdo ¢ a pega [~]

O objetivo deste trabalho ¢ estudar experimentalmente o comportamento do processo de retificagio

tangencial plana com rebolos convencionais, submetido & diversas condigdes de usinagem e uma Gnica
condigdo de dressagem, ¢ analisar seu desempenho, quanto ao desgaste da superficie de corte, durante a
retificagiio de agos frageis e diicteis. Os parametros de entrada: V, [m/s] - velocidade de corte, V., [m/s]
- velocidade da pega e a [um] - penetragio do rebolo na pega, foram escolhidos em fungdo das
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| caracleristicas da méquina retificadora. Os resuitados obtidos sdo apresentadoes e discutidos, dando-se
maior énfase aos mecanismos de desgaste da superficie de corte do rebolo e & fenomenologia de corte
do processo de retificagio.

Aspectos Teéricos sobre as Condigdes de Usinagem no Processo de
Retificagao do Tipo Tangencial Plana

O processo de retificag@io € muito sensivel as condigdes de usinagem e dressagem. Tendo como
objetivo facilitar o entendimento do comportamento das condigdes de usinagem do processo de
retificaglo, serdo apresentadas algumas consideragdes tedricas sobre a influéncia de cada pardmetro
relacionado 4s condigdes de usinagem (Bianchi, 1990; Bianchi. 1992).

No processo de retificagio tangencial plana de mergulho a pega € fixada sobre uma placa
magnética, que permanece presa sobre a mesa da maquina retificadora. A pega possui movimento
longitudinal pendular com velocidade V.. O rebolo, de didmetro externo d, [mm], possui uma
velocidade de corte V,, e pencua na pega com profundidade a, conforme ¢ apresentado
{esquematicamente) na Fig. 1.

o

Fig. 1 Representacio do Processo de Retificacio do Tipo Tangencial Plana de Mergulho

Influéncia da Profundidade de Corte: a

A eficiéncia do processo de retificagdo e a integridade superficial da pega sdo afetadas pela deflexéo
que ocorre entre o rebolo e a pega. Esta deflexdo aumenta com a érea de contato € com o nimero de
grdos em contato com a pega.

A temperatura na superficie da pega, depende do comprimento de contato entre o rebolo € a pega |
[mm]. A determinagdo do comprimento de contato ¢ importante para a determinagdo da méaxima
temperatura na superficie da pega, da tenso superficial e do desgaste do rebolo (Rowe, 1993).

A penetragdo do rebolo na pega (a) e o didmetro externo do rebolo (d,) estdo relacionados ao
comprimento de contato entre o rebolo e a pega (1), o qual ¢ determinado pela equagdo (Kbnig, 1980):

! = (ady® (N

Um aumento na profundidade de corte, causa um aumento no nimero de gréos ativos ¢ no tempo de
contato, nesta regifio, fazendo com que cada grio abrasivo remova uma quantidade menor de metal. Os
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cavacos resultam mais alongados e finos. Ha uma maior parcela de atrito ¢ nscamento, desde o inicio da
formagio do cavaco até sua expulsdo. Desta forma, o atrito e riscamento entre os cavacos removidos e a
pega elevam a temperatura na regido de corte tendo como conseqidéncia a elevagio de: rugosidade da
peea, nivel de emissdo acastica e forgas de corte {tangencial e normal)

Influéncia da Velocidade de Corte: V,

A velocidade de corle V, exerce uma substancial influéncia sobre 0 comportamento das forgas de
corte, desgaste do rebolo, acabamento e queima superficial da pega, vibragdes da maquina, dentre
oulros.

Quando a velocidade de corte ¢ elevada, um mesmo grdo abrasivo passa a remover um menor
volume de cavacos, pelo aumento da sua freqiiéncia de contato com a pega. Portanto o niimero de grios
ativos ¢ maiar. A espessura dos cavacos removidos é menor, diminuindo as forgas de corte, rugosidade
da pega c desgaste do rebolo, pela menor solicitagdo sobre cada grdo abrasivo. Assim. o rebalo
apresenta uma aparente elevaglio da sua dureza dinimica, j& que cada rebolo possui uma dureza estatica
caracteristica (fornecida pelo fabricante). Entretanto, pelo aumentio da intensidade de contato dos grdos
com a pega, ocorre uma elevagio da temperatura. a qual pode ocasionar a queima da pega.

Influéncia da Velocidade da Peca: V.

A velocidade da pega V, ¢ coincidente com a velocidade da mesa da méquina retificadora, no caso
de retificagdo tangencial plana de mergulho. Esta velocidade esta relacionada aos impactos que os grdos
abrasivos provocam na pega.

Pode-se analisar a influéncia da velocidade da pega na operagéio de retificagdo de duas formas,
conforme apresentado na Fig. 2.

Fl]g Ftlg

S

Tempo de Tempo de
contato ' ¥ contato

(a) (b)

Fig. 2 Influéncia do Tempo de Contato na Forga Tangencial de Corte em um Gréo Abrasivo F Ly

a. Quando a velocidade da pega € baixa ¢ a penetragio do rebolo na pega é grande, Neste caso, 0s
impactos dos grios abrasivos do rebolo sobre a pega sdo pequenos ¢ os cavacos sio alongados.
) tempo de contato grdo/peca e o nimero de grios ativos, sdo maiores. Assim, a forga em um
grio abrasivo ¢ pequena e atua durante um tempo longo (Fig. 2a). Os graos abrasivos tendem a
permanecer mais lempo em contato com a pega 0 que provoca um desgaste maior. As forgas de
corte (normal ¢ langencial) tendem a aumentar com o lempo de retificagdo, pelo desgaste das
arestas cortantes. Com isto o desgasie do rebolo tende a ser menor, considerando-se que os
grdos abrasivos permanecem mais fempo presos ao ligante, 0 que minimiza a perda de graos.

b. Quando a velocidade da pega ¢ alta ¢ o penetragdo do rebolo na pega é pequena. Os impactos
dos grios abrasivos do rebolo sobre a pega s3o grandes e os cavacos sdo curtos. O tempo de
contato grao/pega ¢ 0 nimero de grdos ativos sdo menores, gerando uma forga por grio abrasivo
grande e por pouco tempo (fig. 2b). Os grios tendem a se¢ fraturar ¢ a se desprender da
superficie de corte do rebalo. Neste caso as forgas totais de corte tendem a uma estabilizagio
pela troca constante de grios abrasivos, O desgaste do rebolo tende a ser maior que no caso
anterior.




E.C Bianchi etal.: Analise do Comportamento de Rebolos Convencionais 414

Parametros Relacionados ao Processo de Retificagédo

Espessura Equivalente de Corte e Espessura Tedrica Maxima do Cavaco

A espessura equivalente de corte h_ [um] representa a espessura da camada de metal que é
arrancada pelo rebolo numa volta compléta. Trata-se de um parimetro que permite quantificar uma
condiglio de trabalho, a partir dos parimetros de entrada (V,, V., a). A espessura equivalente de corte,
definida como sendo a relagfic entre a taxa de remoglo especifica de metal no tempo e a velocidade de
corie, ¢, expressa por (Peters ¢ Decneut, 1975):

h'q = Qw'f’ Vi=(a. Fu/ V3 (2)

A taxa de remogio especifica de metal no tempo Q ' [mm?s] & determinada pelo produto entre a
penetragio do rebolo na pega e a velocidade desta. O parimetro h_ esta diretamente relacionado com o
comportamento do processo de retificagio em fungdo de variaveid envolvidas, como: forgas de corte,
rugosidade, vida da ferramenta, etc.

A espessura tedrica maxima do cavaco haa, [um] € diretamente proporcional ao parimetro espessura
equivalente de corte, conforme a equagdo (Bianchi et al., 1992):

hew=h_ (2.L/1) (3)

onde L [mm] é o espagamento médio entre os grios abrasivos.

Ponanto, aumentando-se h_ e/ou diminuindo-se | , h4 um aumento na espessura méxima do cavaco
arrancado. Todavia, variando-s& a espessura do cavaco arrancado, altera-se a forga tangencial de corie
num grao abrasivo, Esta forga tangencial de corte pode ser expressa pela equagdo (Bianchi et al., 1992):

Fog=b hea Kot u.b.x. KM (@)

sendo b [mm] a largura média do topo dos grios abrasivos, K, [N/mm?] a pressao especifica de corte, p
o coeficiente de atrito entre o grio ¢ a pega ¢ K, [N/mm?] a tensdo de escoamento do metal da pega.

Relagdo G

O desempenho de um rebolo pode ser avaliado através da relagdo G, definida como sendo a relagiio
entre volume de metal removido Z [mm®] e volume de rebolo gasto Z [mm’], conforme equagio
(Hahn, 1955): ®

G=2/Z (5}

Dressagem da Superficie de Corte do Rebolo

O mecanismo cinemético para a operagdo de dressagem consiste no deslocamento do dressador
transversalmente ao rebolo em movimento de rotagio. O dressador penetra no rebolo a uma certa
profundidade de dressagem ay [mm], a qual implica numa largura de atuagdo do dressador by [mm].
Desta forma, ao deslocar-se o dressador com um determinado passo de dressagem Sy [mm/volta], o
rebolo serd dressado removendo-se particulas de grios abrasivos equivalentes 4 drea de dressagem Ay
[mm?], conforme ¢ apresentado na Fig. 3.
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A operagio de dressagem modifica as caracteristicas topograficas dos rebolos convencionais pela
geragdo do macro e microefeito de dressagem. O macroefeito corresponde A rosca gerada na superficie
de corte do rebolo e o microefeito ao estado de afiagdo de cada grio abrasivo (Bianchi, 1990).

Fig.3 Forma Esquematica da Operagao de Dressagem de Rebolos Convencionals com Dressador do Tipo Ponta
Unica

O parfimetro grau de recobrimento de dressagem U, (Uy - by/Sq) representa a forma com que o
rebolo estd sendo dressado. Quando um rebolo € dressado com grau de recobrimento de dressagem
préximo A unidade, os valores do macro e microefeito de dressagem sio méiximos. De maneira oposta,
quanto maior for o valor do valor do grau de recobrimento de dressagem, menores serfo aqueles
valores.

Durante a operagdo de dressagem os grios com pouca ancoragem soltam-se, ¢ os que estdo bem
aderidos na superficie de corte do rebolo sdo fraturados. O ligante também sofre as conseqiiéncias da
operagio de dressagem, fraturando-se proporcionalmente a sua tenacidade, Se a tenacidade do ligante
for pequena, a tendéncia é liberar grios da superficie de corte do rebolo com maior intensidade do que
no caso onde o ligante possui maior tenacidade.

Procedimentos Experimentais

Para a verificagdo experimental da influéncia dos parmetros de entrada do processo de retificaghio
do tipo tangencial plana de mergulho, foi desenvolvido um banco de ensaios especifico onde os
parimetros de entrada pudessem ser controlados. Descreve-se a seguir o prosseguimento de medigio
experimental da forga tangencial de corte.

Medicao da Poténcia de Corte: P_

A Figura 4 mostra um esquema geral do Banco de Ensaios desenvolvido para a realizag@o dos
experimentos.

O corpo de prova, em formato de “T", com largura menor que o rebolo, ¢ fixado diretamente sobre
a placa magnética.

No inicio de cada ensaio, o rebolo ¢ dressado numa condiglio especifica ¢ idéntica para todos os
ensaios. Isto permite que a influéncia da operaglo de dressagem seja minimizada. Consequentemente,
os resultados refletem melhor o comportamento das varidveis de saida (poténcia de corte, rugosidade
superficial da pega, desgaste do rebolo ¢ volume de material removido).

A poténcia do motor de indugdo ¢ transmitida a polia de acionamento, que esta ligada ao eixo
arvore da miquina retificadora. Um torquimetro, posicionado entre o motor ¢ a polia de acionamento,
faz a leitura do torque total instantfineo necessdrio para a realizaglo da operag@io de retificagdo.
Acoplado ao eixo arvore, que suporta o rebolo, ¢ fixado um “encoder” que faz a leitura da rotagdo
instantinea deste. Esta rotagiio ¢ alterada, de acordo com as necessidades de cada condigdo de ensaio,
por um inversor de fregiiéncia. Os valores de tensdo, proporcionais ao lorque ¢ rotaglo, s@o recebidos,
simultancamente, pelo microcomputador através de uma placa A/D de aquisi¢iio de dados. A poténcia
total instantdnea solicitada pela operagfio ¢ obtida através do produto: torque total x rotagio. A poténcia
de corte instantinea (P.,), em cada ponto da pega, ¢ obtida subtraindo-se da poténcia total instantinea, a
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poténcia médiq em vazio. Esta ultima ¢ obtida determinando-se os valores da rotaglo e torque em vazio,
por um determinado tempo, ¢ caleulando-se o valor médio dos produtos de ambos.

Inversor de Encoder

frequéncia Polia Rebolo
Acoplamento
Elasty
co Conei Corpo de Prova
Motor de —_ Placa Magnétic:
Induglo
i 1L
Circunto Condicionador == i
de Sinais —
Placa de "
Aquisigho Microcomputador

de Dados
AD %& Impressora

Fig. 4 Esquema Geral do Banco de Ensaios Utilizado

A poléncia de corte média (P..). em cada passada, ¢ obtida pela média dos valores da poténcia de
corle instantinea em cada ponto.

O “software™ desenvolvido, para o gerenciamento do banco de ensaios, é responsével pela aquisigio
dos dados de ensaio, tratamento destes e determinagdo dos valores da poténcia de corte (P.) instantdnea

e média, em [W], por passada.

Os valores de rugosidade superficial (R, [pm]) foram medidos por um rugosimetro portatil e
registrados via teclado.

Os ensaios foram realizados com rebolo de granulometria média AA 46 K V e ago ABNT 1045-58
HR¢ - temperado e rebolo de granulometria fina AA 120 M6 V15 e ago ABNT 1020. Para ambos os
casos for adotado grau de recobrimento de dressagem unitdrio. Os par@metros de entrada utilizados
foram adequados para a obtenglo de duas espessuras equivalentes de corte h_ = 0,02 pm ¢ h = 0,06
um, respectivamente, as quais foram mantidas constantes durante os ensaios.

Resultados e Discusséo

Os resultados dos ensaios s3o mostrados em figuras que agrupam 6 ensaios cada, variando-se os
paridmetros de entrada. Sdo apresentados na forma de curvas de poténcia de corte média ¢ rugosidade
superficial da pega em fungdo do volume de material removido. Posteriormente ¢ feita uma comparagiio
entre as variaveis de saida, envolvendo os 6 ensaios simultaneamente.

Resultados Obtidos com Rebolo AA 46 KV e Ago ABNT 1045 - 58 HRc -
Temperado, com h.q =0,02 um

O mecanismo de desgaste dos rebolos convencionais consiste na clevagio da poténcia de corte
causada pela perda do macro e microefeito, decorrentes da operagiio de dressagem. Inicialmentc a
densidade de grios ativos ¢ menor, € cada grio abrasivo remove uma quantidade maior de material.
Assim, a poténcia necesséria para remover material, por grdo abrasivo, ¢ maior,

Com a perda do macro € microefeito de dressagem, ha um aumento da densidade de grios ativos na
regido de contato entre o rebolo ¢ a pega. Logo, cada grio abrasivo passa a remover um volume menor
de material. A poténcia consumida por grdio abrasivo ¢ menor. Entretanto o somatério das perdas
dissipativas (devido ao atrito e riscamento dos grios abrasivos sobre a pega, emissdo aclstica, geragio
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de calor, dentre outras) é maior, ¢ proporcional ao desgaste da superficie de corte do rebolo, pelo
aumento das areas no topo dos gros (por abrasdo), o que eleva a poténcia de corte média.

Na Figura 5 sdo apresentados os resultados de poténcia de corte média e rugosidade superficial da
pega. em fungdo do volume de material removido, obtidos com o rebola AA 46 K V, ago ABNT 1045 -
58 HRc - temperado h = 0,02 um. O valor R, [um]. que aparece na legenda das figuras, corresponde
ao valor da rugosidade Superficial obtida na ultima passada de cada ensaio, O valor Fy [N], que aparece
na legenda das figuras, corresponde ao valor da forga tangencial de corte média (Fum [N]). da altima
passada. Em cada passada a forga tangencial de corte média € calculada pela relagdo:

Fom = (P (). {d/2) (6)

onde ny, € a rotagdo média em cada passada.

A poténcia de corte média tende a estabilizar-se pela renovagdo da superficie de corte do rebolo,
através do equilibrio entre a capacidade de retengfio do ligante sobre os graos abrasivos e a poténcia de
corte média necesséria para a remogio do material. Quando a for¢a corte média ¢ maior que a
capacidade de retengao do ligante sobre o grio, este € expulso. Devido a isto, novos grios afiados (que
ainda nao foram utilizados) surgem, mantendo a agressividade da superficie de corte do rebolo
{capacidade da superficie de corte do rebolo em remover material). Isto ocorreu em quase todos os
ensaios em que foi utilizado um rebolo de dureza K, classificado come mole, ¢ qual permite a liberagfio
dos grios da superficie de corte (auto-afiagdo) com maior facilidade, se comparade a rebolos duros que
possuem maior capacidade de retengdo dos graos abrasivos.

A poténcia de corte média eleva-se devido ao aumento da forga tangencial por grdo: a largura média
do topo dos griios abrasivos, b, cresce devido ao desgaste dos mesmos, compensando a diminuvigio da
espessura tedrica maxima do cavaco, hpa, causada pelo aumento da densidade de grios ativos na regido
de contato (L menor).

Os ensaios mostraram que a rugosidade superficial da pega. inicialmente alta, decresce com o
aumento do nimero de grios ativos. Isto faz com que os esforgos de corte médios sejam melhor
distribuidos por grdo, além de gerar um nimera maior de cavacos (com menor espessura tedrica
méxima), por unidade de tempo. Em alguns casos a rugosidade superficial da pega, baixa no inicio da
operagio de retificagdo, manteve-se baixa, com pouco decréscimo, até o final do ensaio.

Conforme a Eq. (2), para que h_ seja constante, a elevagio da velocidade de corie deve ser
acompanhada por uma maior taxa de remogao especifica de material no tempo Q '(a . V), garantindo-
se assim a capacidade de produgdo de pegas numa empresa. Entretanto, da Eq. (3}, pode-se concluir que
se 0 comprimento tebdrico do cavaco aumentar, sua espessura teérica maxima diminui. O aumento do
comprimento tedrico do cavaco ¢ conseguido por um aumento da penetragdo do rebalo na pega (Eq. 1).
Desta forma, a forga tangencial de corte por grao abrasivo é menor, conforme a Eq. (4). Porém, o
aumento da penetragdo do rebolo na peca, esta relacionado ao maior tempo de permanéncia do grio
abrasivo na superficie de corte do rebolo, o que aumenta a largura média do topo dos grios (b),
elevando a forga tangencial de corte. Deve-se considerar, para uma andlise global, as forgas dissipativas
que ndo sdo representadas na Eq. (4).

A estabilizagdo da poténcia de corte média, e consequentemente da forga tangencial de corte média,
ocorreu pela constante renovagio dos grios abrasivos na superficie de corte do rebolo, que deixou o
rebole permanentemente agressivo; ou seja, com capacidade de remogdio de material durante todo o
tempo.

Os ensaios mostraram que em todos os casos houve uma tendéncia de crescimento das curvas de
poténcia de corte média. Inicialmente este crescimento foi maior pela perda do macro e microefeito de
dressagem, Posteriormente, com o aumento do nimero de grios ativos na regidio de corte, o crescimento
das curvas foi menor. As modificagdes topograficas ocorridas na superficie de corte do rebolo afetaram
a geometria dos cavacos gerados.

Nos ensaios | e 2, foram mantidas constantes a velocidade de corte (V,) e a taxa de remoglo
¢specifica de material no tempo {Qw' =a . V). Quando a penetrago do rebolo na pega ¢ maior, 05
esforgos de corte sdo melhor distribuidos entre os graos abrasivos. Neste caso, a rugosidade superficial
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final da peca € menor, pelo aumento do nimero de grdos ativos na regidio de contato e geragio de

cavacos alongados ¢ finos, A poténcia de corte média ¢ maior pelo aumento das forgas dissipativas.

No caso da penetragdo do rebolo na pega ser menor, a velocidade da pega € maior, Assim os
Impactos entre os grios abrasivos ¢ a pega sdo maiores, gerando cavacos curtos e grossos. Entretanto,
como a penetragdo do rebolo na pega € pequena, 0s impactos ¢ os cavacos gerados ndo provocam uma
expulsdo significativa dos grios abrasivos da superficie de corte do rebolo, Devido a 1sto, a relagdo G

resultou maior para o caso de penetragio menor do rebolo na pega, mesmo com velocidade da pega

maior.
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Fig. 5 Resultados de Potdncia de Corte Médla e Rugosidade Superficial da Pega, em Fungdo do Volume de
Material Removido, para h_! =0,02 um
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Nos ensaios 3 e 4, a penetragdo do rebolo na pega (a) foi mantida constante e variadas a velocidade
de corte (V,), a velocidade da pega (V) e a taxa de remogdo especifica de material no tempo Q) Com
o aumento da velocidade de corte (ensaio 4 para ensaio 3), pela elevagdo da rotagdo do rebolo, a
poténcia de corte média e a forga tangencial de corte média, aumentaram. A rugosidade final da pega
resultou menor quando a velocidade de corte foi maior. Isto ocorre pela menor espessura de corte do
cavaco gerado. Na curva 3, a velocidade de corte, a velocidade da pega ¢ a taxa de remogio especifica

de material no tempo foram maiores. Mesmo assim a relagio G foi maior neste caso, pela diminuigio da
geometria do cavaco gerado.

Nos ¢nsaios § ¢ 6, somente a velocidade da pega (V) for mantida constante. Na condigdo de maior
velocidade de corte ¢ maior penetragdo do rebolo. a rugosidade da pega resultou maior, Com penetragéio
do rebolo maior, slo gerados cavacos alongados e com espessura lebrica maxima menor. Como o
comprimento de contato é maior, as parcelas de energia dissipativa s3o maiores. A rugosidade final da
pega € maior neste caso. Na condigdo de menor velocidade de corte e menor penetragio do rebolo, a
taxa de remogdo especifica de material no wempo ¢ menor. Por conseguinte, o volume dos cavacos
gerados por passada da pega sob o rebolo € menor, porém com maior espessura tedrica maxima, o que
aumenta a forga de corle por grao. Assim, o desgaste da superficie de corle do rebolo cresce pela maior
intensidade dos impactos e desgaste do ligante pelos cavacos gerados, e pelo aumento da forga de corte,
fazendo com que a relagdo G seja menor.

A Figura 6 (6a ¢ 6b) apresenta uma comparagao enire as vanaveis de saida obtidas nestes ensaios.

Pode-se notar que quando a velocidade de corte e a laxa de remogdo especifica de material no
tempo s30 constantes (ensaios |, 2 e 3), a menor rugosidade superficial ¢ o maior valor de G foram
obtidos com o ensaio 3 (V, = 28 m/s, V, = 56 mm/s e a = 10 um). Estes trés ensaios mostraram.
também, que a variaglo da forga tangencial de corte {F,) acompanha a variagdo de a. O comportamento
de R, pode ser explicado: O ensaio 3, em compara¢do aos ensaios | e 2, tratou de uma condigdo
intermedidria com relagdo 4 penetragdo do rebelo na pega (a) ¢ a velocidade da mesma (V,,). Como
conseqiiéncia da variagéo de a e V.., 0 ensaio | produziu cavacos grossos e curlos, o ensaio 2 produziu
cavacos finos € longos e o ensaio 3 produziu cavacos médios, Os cavacos curlos e grossos, ao sairem,
riscam a pega, os cavacos finos e longos, entupindo as porosidades do rebolo, aumentam o atrito,
piorando o acabamento superficial; isto explica por que o melhor acabamento foi obtido no ensaio 3.
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Fig. 6a Comparacao entre os Pardmetros de Slldl,panh“-ﬂ,ﬂlpm
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O comportamento de G pode ser explicado; No ensaio 1 (& mi € Vi ma) 05 impactos dos graos sobre
a pega sia clevados provocando o desprendimento dos grios e, consequentemente, um maior desgaste
do rebolo. No ensaio 2 (a max € Vi mn) 08 impactos dos grios abrasivos sobre a pega sio pequenos;
porém como o comprimento de contato [(a.d,)”’] € grande, a parcela relativa ao atrito e riscamento &
elevada, o que provoca o desprendimento de maior nimero de grios, aumentando o desgaste do rebolo.
Novamente os valores médios do ensaio 3, proporcionaram o melhor valor para G.

A menor rugosidade superficial da peg¢a foi obtida no ensaio 6, com a menor taxa de remogio
especifica de material no tempo, com a menor velocidade de corte e com o segundo melhor valor obtido
para G. Todavia, o custo de fabricagdo por pega serd maior, porquanto a taxa de remogfo especifica de
material no tempo é a menor ¢, consequeniemente, o nimero de pegas usinadas por unidade de tempo,
também sera menor.

Os trés melhores valores da relagiio G foram obtidos nos ensaios 5, 6 e 3 respectivamente. A
penetragéo do rebolo na pega € a mesma nos ensaios 5 e 3; entretanio, a taxa de remogio especifica de
material no tempo foi diferente nos trés casos. A ordem decrescente da taxa de remogfo especifica de
material no tempo € a dos ensaios 3, 5 ¢ 6. Como o volume de material removido por passada é menor,
0 tempo, no qual os esforgos de corte agem no material por passada, ¢ maior. Os esforgos de corte sdo
melhor distribuidos, desgastande menos a superficie de corte do rebolo. Nao foram detectados, nestes
ensaios, entupimento ou incrustagdes na superficie do rebolo.

Resultados Obtidos com Rebolo AA 120 M6 V15 e Ago ABNT 1020 (ductil),
com h.q = 0,06 um

Na retificagdo de agos diicteis 0s cavacos arrancados sdo mais alongades, em comparagdo com a
retificagdo de agos frageis. Rebolos finos possuem porosidades menores que rebolos médios. Assim, os
cavacos arrancados encontram maior dificuldade de alojamento nas porosidades do rebolo (para
posterior eliminag#o), principalmente quando se utiliza valores mais elevados de espessura equivalente
de corte (hq).

Para alcangar o objetivo deste trabalho, optou-se por utilizar um outro rebolo com granulometria
fina submetido & diversas condigdes de usinagem e uma (nica condigdo de dressagem. Para a
viabilizag@o de uma analise comparativa (com o rebolo AA 46 K V), as condigdes de usinagem foram
mais severas.
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A Figura 7 mostra os resultados de poténcia de corte média e rugosidade superficial da pega, em

fung@io do volume de material removido, para h = 0,06 pum, obtidos na retificagdio de agos dicteis com
rebolo fino (120 mesh e dureza média M).
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Fig.7 Resultados de Poténcia de Corte Média e Rugosidade Superficial da Pega, em Fungio do Volume de
Material Removido, para h.q = 0,06 um

No ensaie 1, com pouca penetragio do rebolo na pe¢a, a poténeia de corte média crescen e
estabilizou-se. Entretanto, nos demais ensaios a poténcia de corte média cresceu até um méximo ¢ em
seguida decresceu, tendendo a estabilizar-se. Isto ocorreu porque, apos uma operagdo de dressagem, os
grdos abrasivos da superficie de corte do rebolo ficam bem ancorades e afiados. Com a perda do
macroefeito de dressagem, h& um aumento da densidade de grios ativos na regido de contato e da é4rea
do topo dos graos abrasivos. Assim, a poténcia de corte média lende a crescer alé atingir um valor
maximo, correspondente ao limite maximo de retengdo do ligante sobre os grios abrasivos. A partir dai
os grios passam a ser arrancados, resultando na diminuigdo e estabilizagdo da poténcia de corte média.
Esta condi¢do de estabilizagdo, tende a ser alcangada devido ao estado de auto-afiagiio dos grios
abrasivos na superficie de corte do rebolo.

A rugosidade superficial da pega, em todos os ensaios, mostrou-se inicialmente baixa, pela pouca
densidade de grios ativos na regido de contato. Com a perda do macroefeito de dressagem, ocorre um
aumento na densidade destes grilos, os quais removem mais cavacos com menor espessura tedrica,
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porém aumentando o riscamento sobre a superficie da pega. Os cavacos entopem. com mais facilidade,
as porosidades do rebolo. colaborando para a elevagio da rugosidade superficial da pega.

Nos ensaios, nos quais ficou caracterizado o limite maximo de retengdo do ligante sobre os grios
abrasivos, houve um crescimento repentine da rugosidade superficial da pega, correspondendo 4
renovagdo dos grios abrasivos da superficie de corte do rebolo. Grios novos e afiados removem
material com maior facilidade; porém, a densidade destes grios na regifio de contato diminui. Assim,
cada grao abrasivo remove um volume maior de material, riscando mais a superficie da pega.

A Figura 8 (8a e 8b} apresenta uma comparagio cntre os pardmetros de saida dos ensaios realizados.

Os valores maximos da forga tangencial de corte média por passada (F; ma) foram maiores nos
ensaios 2 e 5, No ensaio 2 a penetragie do rebolo na pega foi elevada {45um) ¢ no ensaio 5, a
combinagdo entre os pardmetros de entrada elevou a poténcia de corte média,

Nos ensaios onde ocorreu a elevagio da poténcia de corte média até o limite maximo de retengio do
liganie sobre os graos abrasivos, as curvas de rugosidade superficial correspondentes apresentaram uma
elevagdo repentina no instante em que a poténcia de corte média decrescen. [sto ocorreu pela
diminuigdo da densidade de grios ativos: cada grao removendo um volume maior de material, risca
mais a superficie da pega, aumentando a rugosidade da mesma.

No ensaio 2, a rugosidade superficial da pega foi maior devido ao aumento das parcelas de atrito e
riscamento causadas pelos cavacos arrancados que, sendo longos ¢ de pouca espessura, se aquecem
rapidamente e entopem as porosidades do rebolo.
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Os melhores valores da relagdo G foram obtidos nos ensaios | e 6. No ensaio 1 a penetragdo do
rebolo na pega é pequena; os cavacos arrancados sdlo curtos e grossos, ndo exigindo grande esforgo para
a remogio de material e, consequentemente, desgastando menos o rebolo. No ensaio 6, embora a
penetragdo seja pequena, a taxa de remoglo especifica de material no tempo ¢ a menor entre todos o0s
ensaios realizados tendo como conseqfiéncia, um menor desgaste do rebalo.

Os ensaios realizados permitiram montar as Tabelas 1 ¢ 2. Nestas, destacam-se os parfmetros de
entrada relacionados ao acabamento superficial da pega Ryre relagio G.

Tabela1 Resultados Obtidos com o Rebolo Médio e Ago Fragil

Rebolo AA 46 K V e ago ABNT 1045 - 58 HRc - temperado, com h_‘l =0,02 um

Ensaio Rat [um] G Q' (mm?/s] a [um] Vy [mmis] Vs [m/s]
1 1.47 20.2 0.56 5 112 28
2 1.38 19.9 0.56 15 373 28
3 0.77 227 0.56 10 56 28
4 0.86 150 038 10 38 19
5 0.77 25.0 05 10 50 25
6 0.68 22.1 0.25 5 50 12.5

Tabela2 Resultados Obtidos com o Rebolo Fino e Ago Ductil

Rebolo AA 120 M6 V15 e ago ABNT 1020, com h“= 0.06 um

Ensaio Rt [um] G Q,’ (mm’/s] a [um] Vi [mm/s] Vs [m/s]
1 5.07 60.7 168 15 112 28
2 7.22 257 168 45 37.3 28
3 475 276 1,68 30 56 28
4 5.10 40.7 1.14 30 38 19
5 5.98 256 1.5 30 50 25
6 3.87 56.3 0.75 15 50 12.5

A andlise da Tabela 1 mostra que pode-se conseguir um bom acabamento superficial, conjugado
com a melhor taxa de remogdo especifica de metal no tempo ¢ com um valor alto para G (ensaio 3).
Também pode-se conseguir um bom acabamento superficial conjugado com o valor mais alto para G e
com um bom valor para a taxa de remogdo especifica de metal no tempo (ensaio 5).

Todavia, o melhor acabamento superficial est4 conjugado a um valor bom para G, mas ao pior valor
para a taxa de remogdo especifica de metal no tempo (ensaio 6).

A andlise da Tabela 2 mostra que pode-se conseguir um bom acabamento superficial, conjugado
com um valor alto para (G, porém com o pior valor para a taxa de remogio especifica de metal no tempo
{(ensaio 6). Também pode-se conseguir o valor mais alto para G, conjugado com o melhor valor para a
taxa de remoglo especifica de metal no tempo, porém com um valor ruim para o acabamento superficial
(ensaio 1). Um bom acabamento superficial esta conjugado com o melhor valor para a taxa de remogio
especifica de metal no tempo, porém com um valor muito baixo para G (ensaio 3).

Os valores de rugosidade superficial da pe¢a apresentados nas Tabelas | e 2 sdo ligeiramente
elevados por terem sido obtidos por rebolos com estrutura aberta, mais adequados para desbaste. O
rebolo com granulometria fino apresentou elevada rugosidade da pega, pela geometria volumosa dos
cavacos gerados, que entupiram as porosidade do rebolo, riscando mais a pega.

Como exemplo, pode-se imaginar uma empresa onde a necessidade bésica ¢ a de desgastar muito
material, num tempo pequeno e com a méxima economia de rebolo. Neste caso, ¢ desejavel que se tenha
uma clevada taxa de remogdo especifica de material no tempo ¢ elevade valor para G, sem entretanto,
muita exigéncia quanto ao acabamento superficial: ensaio 3, da Tabela | ou ensaio 1 da Tabela 2,



E.C Bianchi el al. Analise do Comportamento de Rebolos Convencionais ... 424

Conclusodes

Deste trabalho pode-se concluir que na retificagdo de agos frageis com rebolo macio e de
granulometria média, a poténcia de corte média tendeu a crescer e estabilizar-se, pela renovagio da
superficie de corte do rebalo. Existiu, neste caso, o equilibrio entre a capacidade de retengdo do ligante
sobre os grios abrasivos e a poténcia de corte média necesséria para a remog¢o do material. Durante os
ensaios o rebolo permaneceu agressivo, ou seja, com capacidade de remover material,

A rugosidade superficial da pega foi decrescente em todos os casos e proporcional ao crescimento
do nimero de grios ativos., Assim, com um nimero maior de cavacos arrancados e de menor espessura
tedrica, esles riscam menos a superficie da pega. Porlanto a geometria tedrica do cavaco, que pode ser
controlada pelas condigdes de usinagem, afeta diretamente o comportamento da rugosidade superficial
da pega e os esforgos de corte. Neste ensaios, ndo foi detectado entupimento significativo das
porosidades do rebolo.

Nos ensaios de retificagdo de agos dicteis com rebolo macio e de granulometria fina, a poténcia de
corte média cresceu até um maximo e em seguida decresceu. tendendo a estabilizar-se. Neste caso. o
rebolo perdeu sua agressividade até o momento em que houve a liberagdo dos grios abrasivos da
superficie de corte do rebalo (elevagio da poténcia de corte média). A partir deste momento, o reboio
permaneceu agressivo, ou seja, a poténcia de corte média decresceu.

A rugosidade superficial da pega, em todos os ensaios, mostrou-se inicialmente baixa. pela pouca
densidade de grios ativos na regido de contato. Porém, foi sempre crescente pelo aumento da densidade
dos grios abrasivos na regido de conlato e entupimento das porosidades do rebolo. A rugosidade
superficial da pega apreseniou um crescimento repentino no momento em que iniciou-se a brusca
renovagdo da superficie de corte do rebolo.

Quanio aos parimetros de entrada, pode-se verificar que a combinagdo enire estes proporcionou
resultados diversos, principalmente com relaglo a rugosidade final da pega ¢ relagiio G. A decisdo sobre
a escolha de uma determinada condigdo de usinagem deve levar em conia o que se pretende deste
processo de usinagem. Cada empresa deve fazer a sua escolha especifica. Para isto ¢ fundamental que o
engenheiro responsavel conhega os conceitos basicos sobre a fenomenologia de corte, associada ao
processo, ¢ a tendéncia do comportamento do processo de retificagdo, para que possa mtervir da forma
mais adequada.
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Abstract

The main goal of this paper is 1o study the feasibility of using multiresolusion analysis through the use of wavelet
transform. (o anulyze the tool vibration signal, in order to indirectly establishing the end of turning tool life. To do
so. several furmng experiments were carrted out with different cutting conditions and the tool vibration was
measured using accelerometers. After the cuttings. the vibration signals were analyzed in time domamn, frequency
domain and lime-frequency domain and their behaviors were compared with the workpiece surface roughnesses.
As the 1ool wears, the warkpiece roughness increases and the tool vibration signal change its features. 5o, it was
necessary to extract from the signal the feature that follows the surface roughness behavior in order to establish
the end of tool life based an the workpiece roughness criterion. The analysis was done on the acceleration (signal
generaled by the sensor). velocity (first integration of the signal) and displacement fsecond integration) of the tool
The main conclusion of this work 15 that. the best parameter af the ool vibration signal to follow the surface
roughness behavior, is the second level mverse of the wavelet iransform of the taol displacement signal.

Keywords: Waveiet Transform, Turning Tool Vibration, Machining Momitoring,

Introduction

The goal of signal processing is to analyze, to codify. 1o transmit and to recenstruct the signal as
time goes by. Sometimes, the signal is generated directly from the original source of information, but,
most of the limes, il is necessary to get dala from indirect measurements. Generally, the signal obtained
from all the available sensors is a complex mix of many signals, each one related to several physical
phenomena occurring simultaneously. So. it is necessary to apply some operations on the signal, to
enhance the information coming from the phenomenon that is supposed to be measured.

There are a lot of procedures to process the data, each one suitable for a kind of signal. Basically.
there are two major kinds of signals {Cohen, 1986). The random and the deterministic ones. The last
anes can be described through mathematical expressions. The random signals, that are more important
for the present work, are more difficult to be analyzed, due to the fact they can not be exactly expressed,
but just using statistic parameters. A random signal with constant statistic properties is called stationary.
A sample this kind of signal can be completely different of another sample, but their statistic features
remain the same. An important class of random signals are the ergodic signals. For this kind of signals,
the average of the whole sel is equal 1o the average of any representative sampled segment of the signal.

When the random signals are stationary and ergodic, the conventicnal signal processing techniques
can be used. It is more difficult. however, to process non stationary signals, what demands cither
complex techniques or to assume the ergedicity and so, to assume the risk of possible mistakes. In the
case of tool vibration signals analyzed in this work, they have a non stationary random behavior, that
can be determined through a windowed Fourier analysis as the tool life elapses. Bul, most of times, a
spectral variation can be noted as time goes by and it is not possible to determine the exact frequency
range that 18 influenced by the ol wear phenomenon. To analyze this kind of signal it is necessary to
use techniques that can represent the signal behavior taking into account the frequency variation as time
elapses. The study of non stationary signals, where transient events that can not be predicted occur,
needs other techniques instead Fourier analysis. Among these techniques are the lime-frequency and
time-scale Wavelets. The time-frequency wavelets are more suitable for the analysis of quasi-stationary
signals and the time-scale wavelets {used in this work) are more suitable to analyze signals with fractal
structure (Meyer, 1993).

The wavelet development is recent (Willians and Amaratunga, 1994). Functions similar to wavelets
have been known since the beginning of the century, but only recently the scattered available concepts
were gathered and engineering applications began  be aLcornpllshcd The wavelet transform is a set of
Manuscript received: January 1997. Technical Editor: Leonardo Goldstein Jr.
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functions that divide the data, functions or operators in different frequency components and, so, studies
each component with a suitable resolution to its scale (Daubechies, 1992). Opposite to the Fourier
analysis that can not locale in lime the existence of a given frequency signal. the signal decomposition
through wavelets allows the analysis of the signal behavior simultaneously, in time and frequency
domain.

The windowed Fourier transform also can analyze signals in time-frequency domain. However, the
basic difference between it and wavelets is that the high frequency wavelets are narrower than the low
frequency ones. So, the wavelet transform is more able to capture signal transients than the windowed
Fourier transform, what allows a better time localization of the different signal components. This
capacity makes the wavclet transform usable in the non stationary signal analysis. This application is
ane of the main applications of wavelets (Rioul and Vetterli, 1991). Another advantage of wavelets
comparing with the Fast Fourier Transform (FFT) is that the wavelels implementation {at least the
Daubechies wavelets that will be applied in this work) demands a smaller number of multiplication for
the many transformations.

The result of applying an orthogonal Daubechies D4 wavelet transform on a time series is a set of
wavcelet cocfTicients, with the same quantity of the number of elements in the time series. In order 1o
have an easy visualization, together with fast computational implementation, it is proposed here a
representation of the so called Wavelet Circles. This is made by a sequence of concentric circles, where
each circle is relaled to a frequency range. The most inner circle represents the lowest frequency range
and the range increases in direction to the most external circle which represents the highest frequency
range. As Lthe perimeter of each circle increases with the circle diameter, the space left to represent the
coelficients also increases. This allows more coefficients to be represented without so many squeezing.
Due 10 the wavelet ransform charactenstics there are a 2:1 relation of the coefficients quantity from one
scale 10 another. i.¢.. if in one scale there are 4 coefficients. in the next scale there will be 8, and so on.

In the wavelet circle the coefficient value 1s squared. In this way, the energy value of that wavelet
can be related to the segment length of the corresponding wavelet. The values are normalized having as
reference the value of the higgest coefficient. that is represented by a line with length equal to 80% of
the distance between the circles. In this representation, the time location is related to the angular
displacement, having the time t = 0 (zero - beginning of the acquisition} as the rightest point of each
circle. Going in the counterclockwise direction, 90 degrees corresponds to '4 of the whole time, 180
degrees to % of the time and so on. The line representing the coefficient is placed in the beginning of
the circular section corresponding 10 its range of time.

This representation does not show the signal average, thal has to be shown in a non normalized
way, oul of the wavelet circle, 1o make easier the comparison between all the signals.

Practical Applications of Wavelets in Signal Processing

The use of time-scale wavelets is suitable for the kind of signals obtained in turning tool vibration
monitoring, because these signals are full of transients. Next, it will be demonstrated with practical
examples, the wavelet ability to identify typical situations found in signal analysis, that are not well
identified by other methods. The main purpose of this work is 1o develop a method of feature extraction
suitable to real time applicauon in ool wear monitoring. In order to achieve this goal, different
orthogonal wavelets (compact support) were tried. Among them, the Daubechies D4 showed 1o be the
best to fulfill this purpose.

At first, a signal composed of two sinusoidal signals of different frequencies can be seen in the lefi
comner of Fig. 1. The Fourier analysis {upper window in the right comer) shows the two frequencies that
composes this signal. Looking at this figure. it is not possible 1o realize that the two harmonics are in
different moments of time. The same spectrum would be obtained if the signal were penodic and
composed of these two sine curves. The Daubechies D4 wavelel analysis however, shows a diflerent
distribution between the upper part of the circle, corresponding o the first part of the signal and the
lower part of the circle, corresponding 1o the second half of the signal, The distribution is represented
by the signs on the circles.
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Fig. 1 Comparison between Wavelet and Fourier Analysis

Of course, in this simple example, the windowed Fourier transform would be able 1o detect the ime
variation. though with a bigger computational effort. However, if the frequency difTerences were 1o big
{transient situation), ¢ven the windowed Fourier transform would not be able 1o correctly locale the
high frequency components. This happens because the windowing functions have always the same
width, regardless its time variation.

A second example of the wavelets capacity can be seen on Fig. 2. [n this case a small transient is
shown in a sinusoidal signal, in the left part of the figure. The upper right corner of this figure shows
that the Fourier transform can not realize this transient, but the wavelet transform, shown in the lower
right comer, can, In this analysis, the coefficient related to the time section reached by the transient
increases its value, what can be seen by observing the slightly bigger coefficient in the figure.

This last situation leads to another way of analysis using D4 wavelets. Due to the fact that these
wavelets are orthogonal and that there is the inverse of the wavelet transform, the coefficients related to
the levels 0, 1 and 2 of Fig. 2 can be removed. because they are not important to the extraction of the
desired features and the other ones can be inverted. This means that, in order Lo use this approach, it is
necessary to have the signal signature without the disturbing transient, what makes the comparison
between both coefficient sets, possible. The resulting signal, that corresponds to the time variation of
the wavelet inverses of the levels different of zero (levels one and two), is shown on  Fig. 3. The upper
window corresponds to the signal without transient and the lower window to the signal with the
transient. The difference between them is clear. The transient is clearly seen around the time L= 2 5. In
this very simple example, the visual inspection of the waveform also give the information about the
transient. In more complex situations, however, the transients are usually embedded in combinations
that are difficult to be isolaled in time domain. In these situations, the time-scale wavelels are more
suitable Lo detect and isolate the small transients of the signal.
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Monitoring the Machining Process

In a non autornated machining process, usually a technician is present and is responsible, among
other things, to monitor the 100l condition, His {or her) tasks related with tool monitoring can be
classified in four groups (Graham, 1989):

- Tool identification

- Establishing the tool reference
- Monitoring tool life

- Detecting tool fracture

When flexible and automatic manufacturing systems are used, the human intervention must be
minimal. So, the tasks he (or she) usually accomplishes related to tool monitoring, now must be
automated, using sensors and computers that are able to evaluate the tool condition. This work deals

just with tool life monitoring through tocl vibration signals, that is one of the most used systems in tool
monitoring.

Monitoring Tool Life Through Vibration

As the cutting process occurs. the friction between chips and tool and between part and tool
produce vibration, that can be monitored and used to defect toal wear and fracture (Boniticio and
Diniz. 1994 a. b).

The transducer is usually a small and cheap piezoelectric one, with Itequency band between 100 Hz
to 10 Kllz. The signal conditioning system 1s simple and easily available. Due to the relatively low
sample rate, the requirements of memory and speed needed for signal processing are suitable to the
available PC computers.

One problem o use vibration in tool monitoring is the separation of wear information from the
other physical phenomena that also produce vibration. The correlation between the acceleration signal
{the vibration sensor measures the instantaneous acceleration of the point it is attached) and ool wear is
just clearly visible in aggressive cutting conditions. Besides that, the frequencies generated by the wear
are nol constant neither for all the machine-tool-part systems nor through the whole tool life. This fact
makes the design of a band-pass filter a difficult task, because the important frequency band for tool
monitoring is not previously known. This situation is shown on the literature, when one compares the
frequency band sensitive Lo tool wear detected for many authors, as can be seen on Table 1.

Table 1 Tool Vibration Frequency Bands Sensitive to Tool Wear According to

Different Authors
Author Frequency Band
Jiang and Xu (1987} Oto 117 Hz and 510 Hz
Rao {1986) 1850 Hz and 3200 to 4800 Hz
Akihito and Fujita (1989) 500 to 800 Hz
Sokolowski and Kosmol (1851) 0 to 600 Hz and 5000 to 6000 Hz

Vibrations in a machining process can be classified in two types (Shaw, 1984): forced vibration and
self-excited vibration. Forced vibration is induced by cyelic effects far from the resonance frequency. In
turning processes, the main sources of this kind of vibration are unbalanced shafis. backlash in bearings
and so on.

Self excited vibration happens when more energy is absorbed than released during a simple cycle,
The sources of this kind of vibration in machining (Shaw, 1984) are. among others, tool wear, shocks
between tool and hard particles in the workpiece, interrupted cutting, variable chip thickness and
friction. This work is interested in detecting self excited vibration generated by tool wear. The challenge
is to separate the signal generated by this source from other kind of vibrations. As the tool wears, the
cutting forces increase, causing a growth on the vibration, Nevertheless, the resulting vibration does not
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depend just on wear but also on cutting speed, feedrate, tool geometry, workpiece and tool material and
50 on.

Thus, tool vibration signal contains a lot of information besides tool wear information. Many
techniques have been proposed Lo extracted the desired features from the signal. The processing can be
done either directly on the acceleration signal or on the velocity and displacement signals (Sokolowski
and Kosmol. 1991)

Nicolescu et al. (1995) used the Auto Regressive Moving Average (ARMA) technique 1o analyze
tool vibration data. Due to the fact that the ARMA models take into account frequency spectrum change
as lime goes by, they can be used to compare the theoretical value (given by the model) and the actual
value (acquired in a given moment}. The difference between the two values is attributed to the tool wear
increase. This procedure, however, is difficult to implement due to the complexity of the phenomenon
being modeled. An alternative to the modeling of the system 1s the use of neural networks, combined or
nol with other techniques of feature extraction, as wavelet or FFT (McLaughlin et al., 1993), {Grabec
and Susic. 1995). Still another alternative 1s the use of fuzzy logic to analyze the signals from different
sensors (sensor fusion) (Lie et al , 1992)

A method easy to implement 15 the comparison of a given signal feature through the tool life with
the value obtained with a fresh tool (Bonifacio and Diniz, 1994a). This kind of procedure attenuates the
errors due to the sampling or pre-processing of the signal. because these errors tend to be roughly the
same in all conditions. The comparison can be carried oul in three domain: Time, frequency and time-
scale domain,

[he techniques on time domain are basically the extraction of the root mean square, that is
proportional 1o the signal energy and the number of peaks above a given threshold. For the monitoring
of poor in information signals, like the electrical current of the machine motor, this procedure is
reasonable. but a lot of information is lost when the signal is more complex. like in tool vibration
monitoring.

Frequency domain techniques usually use Fourier analysis and filters to detect the frequencies
where the desired feature 1s enhanced, This way has been the most used one in this area due to the
simplicity and facility to analyze the results. Nevertheless, due to the fact that the signals are non
stationary, Fourier analysis can lead 10 wrong interpretations of the signal behavior, because it hides
important local variations. Besides that. signals formed by complex combinations of other signals with
frequency superposition. can nol be separated by FFT and filters, what makes the information
recognition more difTicult.

I'ime-Scale or time-frequency domain techniques have been lately used as an alternative to the
shortcomings found in Fourier analysis. These techniques allow the analysis of the signals even when
they are non stationary and real time algorithm are already available (Tadao et al., 1994; Kasashima et
al, 1994, Newland, 1994). In this work, a combination of scale-ime domain (wavelets) and time
domain (root mean square - RMS, integration) techniques is used, This combination proved to be
efficient in tool wear informanon extracted from the ool vibration signal.

Experimental Procedures

Several turning experiments were carried out in AISI 4340 steel, using a coated carbide ool {code
TNMG 160404-61 GC- 435 from Sandvik Coromant). Nine experiments were performed with cutting
speed of 200, 250 and 300 m/min and feed rates of 0.13, 0.15 and 0.20 mm/rev. Besides these, 2 other
experiments were carried out with f= 0.15 mm/rev and v, = 225 and 275 m/min and depth of cuta, = |
mm. All these conditions are typical of finish tuming operatiens. One experiment finished when the tool
was so worn that the surface roughness (Ra - average roughness) of the workpiece exceeded 5 um. The
ol life was considered finished when Ra reached 3 pm. Therefore. the experiments always went
further than the end of 100l life. The experimental setup is shown on Fig. 4. The machine used was a
CNC lathe with a main motor with 30 HP.
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Fig. 4 Experimental Setup
The sensor measured the tool vibration in cutting direction, It is designed to measure signals up to
10 KHz and have its resonance frequency in 50 Kllz. A low-pass filter with 10 KHz of cutting
frequency was plugged in the amplifier. The sampling rate of the A/D board was 33 KHz.

After the experiments the surface roughness of all machined parts were measured. The roughness
parameters measured were Ra and Rmax,

The signal obtained in the sensor was analyzed using some different techniques. At first, the
following parameters of the acceleration signal were analyzed: Root mean square, spectral variation
using fast Fourier transform, Daubecchies D4 wavelets and root mean square of some chosen levels of
wavelets. Secondly, the acceleration signal was intcgrated and the same parameters were used o
analyze the resulting velocity signal. Thirdly, a second integration was done and the same parameters of
the displacement signal were analyzed, All these parameters were studied as the cutting time (or cutting
length) elapsed and workpiece surface roughness was compared with the cutting length, since, in finish

turning, the roughness of the part is the main criterion to establish the end of tool life and it increases as
the tool wear increases.

The wavelet analysis of acceleration, velocity and displacement signals were done through the
following steps:

- calculation of Daubecchies D4 wavelets;
- filtering out the wavelel coefficients that does not relate with tool wear;

- obtention of the inverse curve of the RMS of the other coefficients

Results and Discussions

All the analysis done with the acceleration and velocity signals did not show a good correlation
between the parameters and the surface roughness, except when the cutting conditions were too heavy.
Therefore, only the results invelving the tool displacement signal will be discussed. These results
should be expected, because one of the causes of the roughness left on the workpiece is the relative

movement between tool and workpiece. The tool displacement, not the acceleration or velocity, is the
best representation of this movement.

The typical surface roughness behavior with cutting length (sec Fig. 3) is a small decrease when
cutting length is short, a period when it remains almost constant, with some tendency to increase,
followed by a sudden growth. When this happens, the tool is totally worn, in coated tools the coating is
already consumed and the tool is performing the cut with its substrate,

The thinner line in all figures from now on, except in Fig. 6, represents the actual value of the
parameter and the thicker one represents a sixth order polynomial curve made to approach the actual
one. Sometimes the correlation between the polynomial regression and the actual values is not so good,
but the purpose of the polynomial regression is just to show the trend of the parameter being measured.

The behavior of RMS of tool displacement did not show a good correlation with surface roughness
behavior, except in some experiments. Figure 5 shows the curve of tool displacement against cutting
length for the experiment that presented the best correlation with surface roughness (experiment with v,
= 200 m/min and f = 0.20 mm/rev). It can be seen on this figure a similar behavior to surface roughness
behavior described previously. But even in this experiment, the tool displacement began to increase
strongly later than surface roughness. (Le = 4900 m for tool displacement and Lc = 4300 m for surface
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roughness). So, this parameter 1s not good o establish the end of tool life having the roughness of the
part as the criterion.
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The next attempt to find a correlation between tool displacement and workpiece roughness was
through the spectral analysis. It can be seen on Fig. 6 that the frequency spectrum can not be correlated
with surface roughness. 1t is clear that the energy is concentrated in the lower frequencies. However, it
could nol be seen any change of the signal amplitude through the whole experiment, in any frequency
range, that could be correlated with surface roughness behavior. So, it is not through filtering the signal
in any frequency band that will be possible to find a parameter that could be used to establish the end of
tool life.

Afler trying all the conventional signal analysis, an extensive search for a solution started. It
consisted in the decomposition of the tool displacement signals in wavelets of several forms, trying to
find the best kind of wavelets for the purpose of this work. It was found that the Daubechies D4
wavelets were the best one. The RMS curves of the inverse of the third level of the D4 wavelets against
cutting length presented a good correlation with surface roughness.



R.F Tavares Filho el al.: Using Wavelet Transform to Analyze Tool Vibration .. 434

$1=0 54=100% Lc

Frequancy (Mz)

Fig. 8 Frequency Spectrum of tool displacement - v, = 200 m/min and f = 0.13 mm/ver

Figures 7 and 8 show two examples of this good correlation. A visual analysis of these figures
proves this good correlation, at least when the polynomial regressions of the RMS of wavelet inverse
curve and roughness curve are compared. This means that the trends of the curves are similar. The
curves of RMS X Lc presented a greater dispersion around the polynomial curves than the Ra X Le
curves, because the sampling of the tool displacement signal had much more points (10 samplings
of 4096 points were sampled in each workpiece) than the roughness. Each point in the graphic
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corresponds to an average of three points measured in each workpiece, with 1207 of difference between
each measurement in the same feed position. Also, there are small differences between the inflection
points of the RMS X Lc and Ra X Lc curves. This happens because, for each workpiece, there are 10
values of Le for the RMS (tool displacement) curves and just one value of L¢ for the Ra curves.

One thing that is worthy to be cited when Figs. 7 and 8 are compared is the different behavior of
surface roughness. In Figure 7, it drops afler reaching a maximum value, close 10 the end of tool life,
while in Fig. 8, it only increases without dropping. The explanation for this fact may be related to the
shape of the tool nose. In the experiment showed in Fig. 7. the tool may have chipped and found a
better shape, similar to the initial shape, afier having been worn heavily, what caused the increase of
surface roughness. In Figure 8, the tool may have worn, without chipping and, therefore, the surface
roughness just increased. The tool chipping is unpredictable when it is very worn and, consequently, the
behavior of surface roughness. The wavelet inverse was able to follow the consequences in the process
of the changing tool shape.

As the similarity between the behavior of RMS wavelet inverse and workpiece surface roughness
was found, the next step was to find a way to establish the end of tool life using this parameter. It was
previously established that the end of tool life would occur when the surface roughness value reached
Ra =3 pm. Sometimes, the surface roughness increased suddenly, passing from a value lower than 3
pm in a workpiece to a value very large, bigger than the equipment could measure, in the next machined
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workpiece. [t was found that the division between the value of Ra immediately before it reached 3 pm
and the initial value was close to 1.5 (150% of the initial value).

Therefore, this value (1.5) was used to establish the end of tool life using the RMS wavelet inverse.
The value of the initial RMS obtained in the polynomial regression was multiplied by 1.5 and, with this
new value of RMS, still in the polynomial regression curve, the cutting length corresponding to the end
of 100l life was obtained.

Table 2 shows the values of tool life using the two criteria, Ra= 3 pm and RMS = 1.5 x initial RMS
of wavelet inverse. It can be seen on this table, that the tool lives are very close using these two criteria.
The difference between these two criteria is always smaller than the cutting length of one workpiece. It
could not be reached better result than this one, once the cutting length of the roughness measurement is
related to a point in the middle of the workpiece, while the tool vibration signals were sampled in ten
moments during the workpiece cut. Therefore, it was found that the parameter RMS of the third level of
the inverse of the Daubechies D4 wavelet extracted from the tool displacement signal is the best
parameter to establish the end of tool life in finish tuming operations, where the tool is replaced based
on the workpiece surface roughness.

Table 2 End of Tool Lives for Both Criteria

Cutting Conditions Tool Life Tool Life
v (m/min) (Criterion Ra = 3 um) (Criterion RMS = 1.5 x initial
f (mmirev) (m) RMS) (m)
200-0.13 6500 6480
200-0.15 6100 5800
225-0.15 1440 1300
275-0.15 1240 1260
300-0.13 827 840
300-0.15 883 880

Final Remarks

Through the analysis of the results shown in this work, it could be realized that the tool
displacement, obtained through double integration of the acceleration signal, allows the identification of
a signal behavior that can be related to the machined workpiece roughness behavior. The use of
wavelets together with conventional statistic techniques to determine “signatures” embedded in signals
composed of many components with complex forms, proved to be an efficient 100l to extract features
from the signal. They are more suitable for this purpose than the conventional ways of analysis in either,
frequency domain or time domain.

The reason why the tool displacement is a better alternative to extract the signal related to the
roughness variation is that the acceleration signal has components of high amplitudes and frequencies,
caused by other phenomena besides the tool wear, that cause the surface roughness increase. The double
integration of these signals remove these components and allows the enhancement of the component
due to the ool wear, Besides that, the integration narrowed the frequency band where the signal showed
up, what allowed an optimization of the localization in frequency domain of the wavelet transform.

The use of wavelet transform instead of fast Fourier transform allowed the recovering of complex
non stationary signals, what would not occur with the decomposition of the signal in sines and cosines,
as in the Fourier analysis. It might be possible that another wavelet basis could better represent the
signal due to the tool wear, what would improve the results obtained with the Daubechies D4 wavelet.
To look for this other wavelet basis is out of the purpose of this work and will be the subject of a future
work.

1t can be concluded that a reliable procedure aiming to automatically establish the end of tool life in
finish turning operations, can be described as follows:

- monitor the acceleration signal of the tool;

- extract the mean value and integrate twice the signal;

- calculate the Daubechies D4 wavelet coefficients;
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- extract the wavelet third level;

- mverte this level of wavelet;

- calculate the root mean square value;

- calculate the sixth order polynomial regression;

- multiply the initial value (using the polynomial regression} by 1.5 (named limit value for tool
life), and

- compare all the RMS values obtained in the polynomial regression with the value obtained in
the previous step. When this value is bigger than the limit value for tool life, replace the tool.

This set of procedures can be implemented in real time.
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the linearized unsteady motion of the thin airfoil in incompressible inviscid flow The direct retationship between
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The aim of this work 1s to study the behavior of the plan langential grinding process with conventional grinding
wheels, under several machining conditions and a selected dressing condition. The analysis of the grinding
performance was done regarding the cutting surface wear behavior of the gninding wheel for brittle and ductile steels
workpieces. The grinding input parameters, which were, cutting specd, workpicce speed and cutling feed, were
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The main goal of this paper is to study the feasibihty of using multiresolution analysis through the use of wavelet
transform, to analyze the tool vibration signal. n order to indirectly establishing the end of tuming tool life. To do
so. several turming expeniments were carnied out with different cutting conditions and the ool vibration was
measured using accelerometers. Afler the cuttings, the vibration signals were analyzed in time domain, frequency
demain and time-frequency domain and their behaviors were compared with the workpiece surface roughnesses. As
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roughness behavior, is the second level inverse of the wavelet transform of the ool displacement signal.

Keywords: Wavelet Transform, Turming Tool Vibration, Machining Monitoring,
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Sixth Pan American Congress of Applied Mechanics
PACAM VI

to be held jointly with

8th International Conference on Dynamic Problems in Mechanics
DINAME 99
in
Rio de Janeiro
Brazil
4 - 8 January, 1999

PACAM 1 was held in 1989 in Rio de Janeiro. After len years of successful meetings (Rio de
Janeiro - BRAZIL, 1989; Valparaiso - CHILE, 1991, S3¢ Paulo - BRAZIL., 1993; Buenos Aires -
ARGENTINA, 1995; San Juan - PUERTO RICQ, 1997), we are pleased to announce that PACAM will
return to Rio de Janeiro,

PACAM aims to bring together researchers, practicing engineers and students from South, Central,
and North America. However, participants from all other continents have taken part in previous
meetings and are welcome to PACAM VI, An unusual opportunity is provided lor personal interaction
between workers from different geographical areas and from different branches of mechanics.

Papers on all the usual, as well as unusual, wpics of mechanics are welcome. We wish 1o highlight
the social development: "Women in Mechanics” and the technical development: "Biomechanics".

Sponsors:

The American Academy of Mechanics
The Brazilian Academy of Engineering
The Brazilian Society of Mechanical Sciences

Technical Sessions:

Pontificia Umiversidade Catolica
Rua Marques de S3o Vicente 225 Gavea
Rio de Janeiro, RJ Brasil

Accommodations:
Copacabana Beach or Ipanema Beach
Deadlines:

April 1, 1998 - Submission of 4-page abstract for the Congress.
April 1, 1998 - Application for travel grant for participants from the U.S. (Funding pending)
August I, 1998 - Notification of acceptance of paper.

More information: pacam%9@civ.puc.rio.br
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