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ABSTRACT 

 

The advances in microelectromechanical systems to power supply devices for monitoring the 

structural integrity, mainly for applications in remote areas or with difficult access, have made 

energy harvesting from ambient vibration a highly researched topic. Although several 

electromechanical mechanisms have been proposed for applications in a variety of fields, 

harvesting energy from railway track vibrations is relatively new, and only a small amount of 

research is ongoing in this topic. This thesis aims to determine the factors that govern the sleeper 

vertical vibration induced by a passing train, develop a methodology to emulate this vibration 

in a laboratory-based system and to derive a model of a load resistance attached to a linear 

electromagnetic transducer to determine the optimum energy harvested. The study shows the 

importance of knowing the vibration behaviour of the sleeper in order to tune the energy 

harvester to the correct excitation frequency. A comparison between piezoelectric and 

electromagnetic transducers is performed using a two-port network model to determine which 

transducer performs better for low frequency vibration. To emulate sleeper vibration due to a 

passing train using an electrodynamic shaker, a compensator filter is designed to remove the 

system dynamics. An analytical investigation into the energy dissipated by a load resistance 

attached to an electromagnetic transducer when subject to a time-limited base excitation, which 

may include the transient and steady-state responses, is carried out and compared with 

numerical analysis. This is validated with an experimental test in the laboratory-based system. 

This work has shown that in order to harvest the maximum energy from the vibrating source, 

the electromagnetic transducer must operate in the transient regime and its natural frequency 

should be tuned to the frequency with the largest acceleration amplitude. This was found to be 

achieved only using an ideal transducer. When the device is operating in a regime which may 

include or be only the steady-state, due to the internal coil resistance or, mainly, due to the 

mechanical damping, the transducer may perform better when the natural frequency is tuned to 

the frequency with the largest velocity amplitude. For the case studied in this work, from the 

sleeper vertical vibration induced due to the passage of an Inter-city train travelling at Steventon 

site, the 3rd trainload frequency has the largest velocity amplitude and the 7th trainload frequency 

has the largest acceleration amplitude. 

 

Keywords: Sleeper vibration. Train vibration. Trainload frequency. Time waveform 

replication. Compensator filter. Electromagnetic transducer. Linear energy harvester.  



 

RESUMO 

 

Avanços em sistemas micro eletromecânico para fornecer energia à dispositivos para monitoramento 

de integridade estrutural, principalmente para aplicações em áreas remotas ou de difícil acesso, fez de 

extração de energia a partir de vibrações contidas no ambiente um tópico de pesquisa em destaque. 

Apesar de que diversos mecanismos eletromecânicos já foram propostos em uma variedade de 

aplicações, extração de energia à partir de vibrações em linhas férreas é, relativamente, novo e 

somente algumas pesquisas estão sendo realizadas sobre esse tópico. Esta Tese busca determinar os 

fatores que governam a vibração vertical do dormente induzida devido a passagem de um trem, 

desenvolver uma metodologia para emular esta vibração em um sistema em laboratório e derivar um 

modelo para um transdutor linear eletromagnético com uma carga resistiva acoplada. O estudo 

mostrou a importância de conhecer o comportamento vibracional do dormente de modo a sintonizar 

o extrator de energia com a frequência correta de excitação. Uma comparação entre transdutores 

piezoelétrico e eletromagnético é realizado utilizando um modelo quadripolo para determinar qual 

transdutor tem um melhor desempenho para vibrações em baixa frequência. Para emular a vibração 

do dormente devido a passagem de um trem em um agitador eletrodinâmico, um filtro compensador 

é projetado para remover a dinâmica do sistema. Uma investigação analítica da energia dissipada pela 

carga resistiva acoplada à um transdutor eletromagnético quando sujeito a excitação na base de tempo 

limitado, no qual possa incluir as respostas transiente e permanentes, é realizada e comparada com a 

análise numérica. Isso é validado com um experimento em um sistema em laboratório. Neste trabalho 

foi mostrado que para extrair à máxima energia de uma fonte de vibração, o transdutor 

eletromagnético deve operar no regime permanente e a sua frequência natural deve ser sintonizada 

com a frequência com a maior amplitude de aceleração. Foi mostrado que isso só ocorreria se um 

transdutor ideal fosse utilizado. Quando o dispositivo opera em um regime que possa incluir ou ser 

somente o regime estacionário, devido aos efeitos da resistência interna da bobina ou, principalmente, 

devido ao fator de amortecimento mecânico, o transdutor possa operar melhor quando sua frequência 

natural fosse sintonizada com a frequência com a maior amplitude de velocidade. Para o caso 

estudado neste trabalho, a partir da vibração vertical do dormente induzida devido a passagem de um 

Inter-city 125 viajando em Steventon, a 3ª frequência de carga do trem possui a maior amplitude de 

velocidade e a 7ª frequência de carga do trem possui a maior amplitude de aceleração. 

 

Palavras chaves: Vibração do dormente. Frequência da carga do trem. Replicação da forma da 

onda no tempo. Filtro compensador. Transdutor eletromagnético. Extrator de energia linear.  
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rX  Amplitude of the relative velocity 

SX  Amplitude of the source velocity 

w  Rail deflection 

sleeperw , 
sleeperŵ   

( sleeperŴ ) 

Dimensional and non-dimensional sleeper deflection (Amplitude) 

DY  Device mobility 

cZ  Mechanical damping impedance 

DZ  Device impedance 

I

DZ , E

DZ  Open-circuit and closed-circuit device impedances 

eZ  Internal electric impedance (blocked electrical impedance) 

kZ  Mechanical stiffness impedance 

lZ  Load impedance 

mZ  Mechanical mass impedance 

MZ  Electromagnetic energy harvester impedance 

meZ , emZ  Electromechanical transducer impedances 

PZ  Piezoelectric energy harvester impedance 

SZ  Source impedance 

tZ  Transducer impedance 



 

Z  Electrical impedance on the transducer 

winW  Amplitude of the window 

 

Greek symbols 

  Non-dimensional characteristic length 

  Characteristic length 

  Dirac delta function 

2

xy  Coherence function 

 ,   Phase and non-dimensional phase 

 ,  Phase and non-dimensional phase 

  Lag 

  Non-dimensional time 

,o e   Initial and final non-dimensional excitation time 

  Angular frequency 

d   Damped natural frequency 

n  Undamped natural frequency 

  Non-dimensional excitation frequency 

e  Analogue equivalent electrical damping ratio 

eq  Equivalent damping ratio 

m  Mechanical damping ratio 

R  Load resistance damping ratio (analogous electrical load resistance 

damping ratio) 

oR  Internal coil resistance damping ratio (analogous electrical internal coil 

resistance damping ratio) 

 

Other symbols 

*
 Complex conjugate 

j  1−  (complex number) 

 Im  Imaginary part 

 Re  Real part 
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1 INTRODUCTION 

 

1.1 BACKGROUND 

 

Energy harvesters are devices which convert a given type of energy into electrical 

energy. Studies in this subject have been carried out for many years. In the beginning, the aim 

was to bring comfort in human life, supplying houses with electrical energy. Today, the 

technology has fixed its roots deep in society. Electric and electromechanical devices have 

become part of the human being daily life, from the simple to the most difficult tasks. This has 

increased the global demand for electrical energy, and it is expected to increase by 57% by 2050 

(BLOOMBERGNEF, 2018). The seek to overcome the global energy demand, together with 

attempts to address issue related to climate change, have made energy harvesting a highlight 

topic. 

There are 4 types of energy sources which can provide a small or large amount of 

electrical energies: thermal; photovoltaic; radio waves; and kinetic energy. Thermal sources 

provide energy from the temperature difference between two materials (JIA; LIU, 2009). 

Photovoltaic sources provide energy from solar radiation and indoor illumination (HIROKANE 

et al., 2010). Radio waves provide energy from the microwaves presented in the ambient 

(MARIAN et al., 2012). Using an antenna, these micro electromagnetic waves are captured and 

rectified into an alternating voltage (HEMOUR et al., 2014). Kinetic energy is a great potential 

energy source due to its presence in almost every type of environment. Hydro-electric power 

plants (POBERING; SCHWESINGER, 2004) and wind power plants (MORAIS et al., 2008) 

are examples of such kinetic sources, which can provide a large amount of energy. Ocean waves 

and tides (KHALIGH; ONAR, 2010) are other examples, however they can provide less energy 

than the previous ones. Energy from ambient vibration is another example of kinetic source 

(STEPHEN, 2006a). Although the scale of generated energy is small, due to several 

applications, this particular source has increased the attention of researchers. 

Harvested energy from ambient vibration has become an alternative way to power 

microelectromechanical systems (MEMS), which require a low power to operate, like wireless 

sensors (AVCI et al., 2018; KULAH; NAJAFI, 2008; LI; JANG; TANG, 2014a; LU et al., 

2015; SARI; BALKAN; KULAH, 2007), which can be implemented in remote places or in 

places with difficult access (IANNACCI, 2017), e.g., to supply energy for medical implants 
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(DAGDEVIREN et al., 2014; MIAO et al., 2006), especially for pacemakers (AMIN 

KARAMI; INMAN, 2012). 

Another example of the applicability of energy harvested from ambient vibrations is to 

supply energy to devices for monitoring the integrity of structures to reduce maintenance costs, 

mainly in remote areas. Such devices have been extensively applied in bridges (HARMS; 

SEDIGH; BASTIANINI, 2010; HU; WANG; JI, 2013), buildings (YUN et al., 2020), vehicles 

(LYNCH, 2006) and others. Recently, due to railway track expansion, together with the 

increase in the railway line speeds, the undesirable vibrations in railways are now seen as a 

potential source to supply power to devices that monitor rail integrity (MIAN, 2013) to increase 

safety and passenger comfort. 

 

1.2 LITERATURE REVIEW 

 

1.2.1 Energy harvesting from the railway track environmental 

 

Harvesting energy from the railway environment to supply power to micro 

electromechanical devices to monitor the structural integrity, warning signal lights, etc., has 

increased the amount of research in this topic. Investigations into energy harvesting from 

sunlight, using photovoltaic panels installed at the centre of a sleeper (GREENRAIL, 2020), 

harvesting energy from the wind induced due to the passage of a train (WANG et al., 2017), or 

from suspension of the train (DE PASQUALE; SOMÀ; ZAMPIERI, 2012) are examples of 

applications which have been carried out. However, it is the energy from the railway track 

vibration which has gained more attention, mainly, because it still has a small number of 

published papers on this topic. From the track vibrations, two transducer mechanisms are 

highlighted: rotational energy harvester; and the resonator energy harvester. More details about 

the devices for harvesting energy from vibration in railway has been reviewed in (ULIANOV 

et al., 2020). 

 

1.2.1.1 Rotational energy harvester 

 

Rotational energy harvesters are devices that scavenge energy from the track 

displacement. Generally, using gears and rack-pinions, the vertical displacement of the track is 
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converted into rotational motion using a mechanical motion rectifier (MMR) (PAN et al., 2019), 

which uses a rotating permanent magnet DC generator (PMDC) to generate electrical energy. 

One of the first research groups to introduce this mechanism was Nelson et al. (2009), 

who proposed a mechanical energy harvester using rack-pinion mechanism to harvest energy 

from the sleeper vertical deflection during downward motion. During upward motion, the shaft 

freewheels. Experimental tests carried out by Hansen et al. (2010) showed that a load resistance 

of 37.3  was capable to harvest an average power of 0.22 W from 12.7 mm of sleeper 

deflection due to the passage of a loaded train with a speed of 18.4 km/h. From 3.2 mm of the 

sleeper deflection due to the passage of an unloaded train with a speed of 21.6 km/h, an average 

power of 10 mW was harvested. 

Pourghodrat et al. (2011) improved the mechanism proposed in (NELSON et al., 2009) 

by harvesting energy from, both, downward and upward sleeper deflection and by replacing the 

planetary gearbox by one with a ratio of 1:100 to increase the speed at which the shaft rotates. 

Simulations showed that the improved mechanism was able to harvest a maximum power 

output of 215 W for a loaded train passing with the speed of 88 km/h. Later, Pourghodrat et al. 

(2014) introduced a hydraulic and a cam-based mechanisms to harvested energy from the small 

sleeper deflections induced due to the passage of an unloaded train. 

Wang et al. (2013) investigated the use of an energy harvester consisting of a single 

shaft rack-pinion to convert the bi-directional sleeper deflection to a unidirectional rotational 

motion and a flywheel to regulate the shaft speed. The disadvantage of this device is that it must 

be anchored into the ballast material. To overcome this, Lin et al. (2018) proposed the use of 

an adjustable threaded rod with pre-compressed springs to support the energy harvesting device 

and maintain the base plate stationary. Field tests have shown that this device was capable to 

harvest an average power of 6.9 W using a load resistance of 50  in Delta connection from a 

sleeper deflection of 5.7 mm induced due to a freight train passing with the speed of 64 km/h.  

 

1.2.1.2 Piezoelectric energy harvester 

 

Piezoelectric transducers are devices that when stimulated electrically, their structure 

responds with a physical deformation (indirect piezoelectric effect). Also, when they undergo 

mechanical deformation, they generate an electrical charge. Common piezoelectric materials 

are made from ceramics or polymers (ANTON; SODANO, 2007). Polymer based transducers 
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have a low cost and are highly flexible. However, it is the ceramic materials, like lead-zirconate-

titanate (PZT), that have higher piezoelectric coefficients. 

A cantilever beam is the most commonly used structure for an energy harvesting 

application using a piezoelectric transducer. A small layer of piezoelectric material is applied 

to one of the beam surfaces. This model is known as a unimorph piezoelectric harvester (YI; 

SHIH; SHIH, 2002). If the same material is applied to two surfaces, this is known as a bimorph 

piezoelectric harvester (ANTON; SODANO, 2007; ERTURK; INMAN, 2009; ROUNDY; 

WRIGHT; RABAEY, 2003). 

Nelson et al. (2008) investigated the use of a piezoelectric transducer attached to the 

bottom of the rail to harvest energy from the vertical vibration induced by loaded and unloaded 

freight trains. Experimental tests showed good agreement with simulations. A load resistance 

of 387 k was capable to harvest an average power of 0.053 mW when subject to vibration 

induced due to a train passing with the speed of 24 km/h. 

Gao et al. (2016) investigated two cantilever beam piezoelectric transducers connected 

in parallel. They were installed at the bottom of the rail to harvest energy from excitation 

frequencies of 5 to 7 Hz induced due to a passenger train carriage with the speed of 250 km/h. 

Experimental tests using the piezoelectric energy harvester with a natural frequency of 23 Hz, 

showed that the device was capable of achieving a peak-to-peak power of 4 mW and a peak-to-

peak of 22.1 V with a load resistance of 100 k. 

With the aim to harvest energy from a range of frequencies, Wischke et al. (2011) 

investigated the use of a piezoelectric array to broaden the frequency band of actuation and with 

a load capacitor attached to the transducer to store the energy. The device, installed at the top 

of a railway tunnel sleeper, consists of 4 piezoelectric cantilever beams connected in parallel, 

each of them with different tip mass, whose natural frequency is of 437 Hz, 461 Hz, 480 Hz 

and 498 Hz. Field tests showed that when subject to vibration induced by the passage of 497 

trains with different speeds, the energy harvester was capable of harvesting an average of 395 

J of energy per train. Li et al. (2014b) investigated the use a piezoelectric array which consists 

of 6 piezoelectric cantilever beam connected in series to broaden the frequency range to 55 to 

75 Hz. 

Tianchen et al. (2014) investigated the use of an array of 16 drums piezoelectric 

transducer connected in parallel. The device was installed under the sleeper to harvest the 

vibration induced due to the passage of a metro train with a speed of 60 km/h. Simulation and 
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experimental tests in laboratory, considering a test rig of scale 1:10 to the real track, showed 

that a load resistance of 3.9 k was able to harvest a power of 0.1 W. 

Wang et al. (2015) investigated the performance of two piezoelectric transducers, both 

installed at the bottom of the rail, to harvest vibration induced due to passing trains. One consisted 

of a piezoelectric patch-type installed to harvest energy from the longitudinal rail strain and the 

other was a piezoelectric stack-type to harvest the transversal track displacement. Simulations 

showed that the faster and heavier the train, the more energy is harvested by both devices. When 

subject to vibration induced by a train passing with the speed of 108 km/h, the patch-type and the 

stack-type piezoelectric devices were capable to harvest 0.214 mJ and 0.05 mJ of energy 

respectively with a corresponding load resistances of 211 k and 180 k. 

 

1.2.1.3 Electromagnetic energy harvester 

 

Electromagnetic transducers are mechanical devices that follow the principle of 

Faraday’s law (STEPHEN, 2006a), where the relative motion between a coil and a magnet 

generates a voltage. The structure of an electromagnetic energy harvester essentially consists 

of a coil, a magnet and a spring. One of the first studies of energy harvesting using this 

technology was by Williams and Yates (1996). Amirtharajah et al. (1998) later enhanced the 

efficiency of an electromagnetic transducer. 

Nelson et al. investigated the use of a voice coil attached to the bottom of the rail to 

harvest energy from the vertical vibration induced due to the passage of loaded and unloaded 

freight trains. Laboratory tests using an electrodynamic shaker to excite the voice coil showed 

that for a load resistance of 7.5  and under 10 Hz sinusoidal excitation, a maximum average 

power of 0.146 mW was observed. In field tests, an average power of 4mW was harvested from 

an unloaded train travelling with a speed of 18 km/h and an average of 12 mW was harvested 

from a loaded train travelling with a speed of 21 km/h. 

Gao et al. (2017) investigated the use of a linear electromagnetic energy harvester with 

copper-beads. The proposed device offered an approach to evaluate different natural 

frequencies under low-frequency excitation. A dc-dc boost converter is also proposed, and the 

experimental test has shown that the device operating in its resonance frequency of 6 Hz was 

able to harvest a maximum power output of 120 mW with a load resistance of 45 . 

Hadas et al. (2018) investigated an electromagnetic energy harvester operating with a 

natural frequency of 17 Hz. Experimental tests were performed in the laboratory by mounting 
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the device on an electrodynamic shaker and attaching different load resistance. The real 

measurements of the sleeper vibration induced due to the passage of several trains were used to 

excite the electrodynamic shaker. Results showed that an average output power of 2 mW per 

train was harvested by the device. 

Wang et al. (2019) investigated the use of an elastic lever beam to magnify the sleeper 

vibration induced to the linear electromagnetic transducer. Simulations showed an increase in 

output power by a factor of 430. Although it was found that this mechanism slightly increases 

the wheel-rail contact force, a significant negative effect on rail vibration was not observed. 

 

1.2.1.4 Linear energy harvester oscillator 

 

With the aim to investigate the fundamentals of an oscillator when subject to vibrations 

induced by passing trains and to draw a strategy to maximize the performance of an energy 

harvesting device, some authors have investigated the potential energy harvested from the 

vibrating source using a linear single-degree-of-freedom mass-spring-damper oscillator. 

Gatti et al. (2016) derived an approximate analytical expression considering a time-

limited excitation source to investigate the potential mechanical energy available when subject 

to the vibration induced by a passing train. The analysis showed that the device should have a 

small damping ratio and the natural frequency should be targeted to the frequency with the 

largest acceleration amplitude. For the case studied, when the sleeper vibration was induced by 

an Inter-city 125 train composed of 2 power carriages and 8 passenger carriages passing with 

the speed of 195 km/h, the device natural frequency should be target to 17 Hz and would be 

capable to harvest a total of 0.25 J/kg with a damping ratio of 0.0045. 

Cleante et al. (2016) extended the analyse carried out in (GATTI et al., 2016) and 

evaluated the performance of a single oscillator when subject to vibrations induced by trains 

passing with different speeds. Using an approximate expression to determine the acceleration 

amplitude of the sleeper deflection due to trains passing with a range of speeds from 190 km/h 

to 200 km/h, the device target frequency and the potential energy harvested have been 

determined. The investigation showed that the device natural frequency should be 16.57 Hz, at 

which correspond to a train with the speed of 196 km/h, to harvest a total of 1.1 J/kg of energy. 

Brennan and Gatti (2017a) extended the analyse carried out in (GATTI et al., 2016) and 

investigated the contribution of the free vibration to the total harvested energy when a linear 

mass-spring-damper oscillator is subjected to a vibrating source with a time-limited excitation. 
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It was found that when the device is optimally designed, more energy is harvested in the forced 

phase of vibration than from the free phase of vibration. Depending on the number of the 

excitation cycles and the harvester damping ratio, more energy is harvested from the free phase 

of vibration, however, it will result in a large relative displacement.  

  

1.3 THESIS OBJECTIVES 

 

The objectives of this Thesis are to: 

 

• Derive an analytical model involving the train and the track system to predict the 

resulting sleeper vertical vibration of the railway track in the time and frequency 

domains; 

• Investigate why the sleeper vibration is larger at some frequencies than others; 

• Determine the best transduction mechanism to harvest energy from the low frequency 

sleeper vibrations induced by a passing train; 

• Derive, in the time domain, an analytical model of a linear single-degree-of-freedom 

electromagnetic energy harvester; 

• Investigate the effects of the transducer parameters of an electromagnetic energy 

harvester on its performance; 

• Design a laboratory-based system that can emulate the railway track vibrations; 

• Determine the optimal linear electromagnetic energy harvester parameters to scavenge 

the maximum energy from the sleeper vibration induced due to a passing train; 

• Use the laboratory-based system to investigate how much energy can be harvested from 

the sleeper vibrations due to a passing train; 

 

1.4 CONTRIBUTIONS TO KNOWLEDGE 

 

The contributions of this thesis are as follows: 

 

• The factors that govern the maximum vertical acceleration of the sleeper vibration have 

been determined. This contribution was published in (Cleante et al., 2019); 

• Improvement of the equations formulated in (Gatti et al. 2016) have been made, by 

including the transducer electrical effects into the energy harvester analytical model; 
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• The detrimental effects of damping in the harvester performance for train vibration have 

been identified; 

• A laboratory-based system to emulate on an electromagnetic shaker the sleeper vertical 

vibration has been designed and tested experimentally; 

• It has been shown that the excitation frequency with the largest acceleration amplitude 

is the target frequency for the electromagnetic harvester to have optimal performance; 

• The amount of harvested energy from the sleeper vertical vibration induced due to a 

passing train has been determined theoretically and validated experimentally. 

 

1.5 THESIS OUTLINE 

 

This thesis outline is as follows: 

 

• Chapter 1 presents an introduction, a literature review, objectives and contributions to 

the knowledge; 

• Chapter 2 presents a brief introduction to the structure of a railway track. An analytical 

model of the sleeper vibration due to a passing train is derived in the time and frequency 

domains and the factors that govern the maximum acceleration amplitude are 

determined; 

• Chapter 3 presents a brief overview of the piezoelectric and the electromagnetic 

transducers to determine by a simple comparison which is the best transducer for energy 

harvesting from low excitation frequencies. The analytical model derived in (Gatti et al. 

2016) is improved by introducing the mechanical and electrical losses of the 

electromagnetic transducer and simplified formulations are presented to determine the 

optimum parameters; 

• Chapter 4 presents a methodology to design a compensator filter based on the estimated 

system dynamics, and a laboratory-based system to emulate the sleeper vertical 

vibrations due to passing trains is designed and tested experimentally; 

• Chapter 5 investigates, analytically and numerically, the linear electromagnetic energy 

harvester to determine the optimum transducer parameters, from sleeper vibration due 

to a passing train. An experiment is performed to validate the linear electromagnetic 

energy harvester model;  

• Chapter 6 presents the overall conclusions and some suggestions for future work; 
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• Appendix A presents a set of sleeper vertical acceleration measurements and their 

corresponding power spectral densities due to the passage of an Inter-city 125 train; 
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2 SLEEPER VIBRATION DUE TO A PASSING TRAIN 

 

2.1 INTRODUCTION 

 

The need to transport a large number of people has made the railway one of the most 

used transport systems worldwide. The increase in its demand and, principally, in train speeds, 

bring some undesirable problems, such as noise and vibration (THOMPSON, 2008). Much 

effort has been spent to increase the performance of high-speed trains. Equally, much effort has 

been spent in reducing vibration to improve passenger comfort inside the train and to avoid 

discomfort of those who live near to railways lines. Nowadays, this undesirable vibration is 

seen as a potential source of electrical energy to power structural monitoring devices (GAO et 

al., 2017; LI; JANG; TANG, 2012; MIAN, 2013; TAN et al., 2009; ULIANOV et al., 2020). 

However, there is a limited amount of work on which frequency of track vibration to target for 

energy harvesting and the physical reasons for this. The aim of this Chapter is to fill this gap in 

knowledge. 

 Vibrations of a railway track induced by passing trains occur due to the wheel/rail 

interaction and they can be subcategorized as quasi-static excitation, due to the trainload 

excitation, and the dynamic excitation, due to roughness, flat wheel and others excitations 

(LOMBAERT; DEGRANDE, 2009; SHENG; JONES; THOMPSON, 2004; THOMPSON, 

2008). Auersch (2005) and Thompson (2008) compared the quasi-static excitation with the 

dynamic excitation and showed that quasi-static excitation is at low frequencies range (< 30 

Hz). Moreover, it was found that close to the track, the dominant source of low frequency 

vibration of a railway track is the quasi-static loading as seen in (AUERSCH, 2005; SHENG; 

JONES; PETYT, 1999; TRIEPAISCHAJONSAK et al., 2011) and this excitation mechanism 

is characterized by the passage of the axle sequence of a train (AUERSCH, 2006), resulting in 

large levels of vibration at the so-called trainload frequencies (JU; LIN; HUANG, 2009). 

Recently, Gatti et al (2016), Cleante et al. (2016) and Brennan and Gatti (2017b) carried 

out a fundamental investigation into the harvesting energy from track vibrations. They found 

that the optimum target frequency was the 7th trainload frequency for the case that they studied. 

This was the frequency at which the vertical track acceleration was the largest. The question 

that remains unanswered, however, is whether the 7th trainload frequency is the frequency with 

the largest vertical acceleration for all trains and why this particular trainload frequency has the 

largest amplitude. 
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In this chapter, a simple analytical model to predict the sleeper deflection due to the 

quasi-static excitation in time and frequency domains is derived. A numerical optimization is 

carried out to estimate the track and train parameters. The model is then validated with 5 

different measurement datasets. Finally, using the model, the factors that govern the maximum 

vertical acceleration of the track vibration and the frequency at which this occurs are 

investigated. The results investigated in this chapter was published in Cleante et al. (2019). 

 

2.2 MODEL OF SLEEPER VIBRATIONS DUE TO A PASSING TRAIN 

 

A drawing showing the cross-section of a typical rail track is shown in Fig. 1(a). The 

system consists of two steel rails connected to concrete sleepers by clips and rail pads. The 

sleepers rest on ballast and subgrade which form the distributed track-bed stiffness per unit 

length of track trackbedk . The low frequency (< 30 Hz) vertical vibration of the track is of interest 

and in this frequency range, the track vibration is predominantly that due to the quasi-static 

moving axle load. This is independent of the vehicle and track dynamics, whereas the track 

vibration due to dynamic excitation caused by the track and wheel irregularities is only 

significant at higher frequencies (SHENG; JONES; THOMPSON, 2003). The model, therefore, 

neglects dynamic effects and uses a quasi-static model of the track. Each wheel of the train can 

be assumed to act as a steady point force on the beam moving at the train speed S. 

 

Figure 1. (a) example of the railway track structure; (b) a simplified model of the track structure 

consisting of an Euler-Bernoulli infinite beam on a Winkler foundation subject to a 

concentrated load; and (c) example of the load applied by each wheel of a carriage. 

 
Source: (CLEANTE et al., 2019). 
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The first resonance of the track, corresponding to the mass of the rail and sleeper, 

interacting with the ballast stiffness, occurs around 37 Hz for the Steventon site rail track1, 

which is one of the tracks considered in this chapter. Below this frequency, the track behaves 

simply as a stiffness. The rail is modelled as a beam on an elastic foundation. It is sufficient to 

use Euler-Bernoulli beam theory for the rail as higher order effects such as shear deformation 

are only significant above about 500 Hz (KNOTHE; GRASSIE, 1993). As the distance between 

the sleepers 
sleeperL , which is typically 0.65 m and is given in Tab. 1, is much smaller than the 

flexural wavelength in the rail at these low frequencies, the rail can be considered to be resting 

on an equivalent Winkler foundation with distributed support stiffness ( )sleeper

pad trackbed

1
1

support

L

k k
k

−

= + , 

in which 
padk  is the stiffness of a rail pad, and the mass of the sleepers is ignored. Note that the 

pad is described as a point stiffness and the trackbed as a distributed stiffness and that they 

combine in series to give the support stiffness. 

 

Table 1 – Characteristics of the measurement sites. 

Site Rail type [Nm2] Rail pad [N/m] Sleeper spacing [m] 

1* CEN 60E1 (EI = 6.24×106 ) 

Pandrol 6650 (kp = 60×106) 0.65 
2** CEN 60E1 (EI = 6.24×106 ) 

3** CEN 56 E (EI = 4.86×106 ) 

4** CEN 56 E (EI = 4.86×106 ) 

Source: *(TRIEPAISCHAJONSAK, 2012); **(LE PEN et al., 2016). 

 

An example of a single wheel load on the model of a single rail system is shown in Fig. 

1(b), where EI is the flexural stiffness of the rail, w(x,t) is the vertical rail deflection F is the 

moving load due to the wheel, δ is the delta function, and x is the horizontal position of the 

wheel, with reference to an arbitrary reference point. Figure 1(c) shows a typical single carriage 

of a train, in which carL  is the length of the carriage, wheelL  is the distance between two wheels 

on a bogie and 
bogieL  is the distance between the central points of the two bogies. The equation 

of motion for the rail with a single carriage acting on it is given by (FRÝBA, 1999) 

 

 
( )

( ) ( )
4

4

support4 1

,
, i ii

w x t
EI k w x t F St x d

x


=


+ = − − −


  (1) 

 
1 The first resonance of the track, corresponding to the mass of the rail and sleeper interacting with the 

support stiffness, is given by (GRASSIE et al., 1982) 
1 trackbed rail sleeper( )k m m = + , where mrail and msleeper are 

the rail and sleeper masses per unit length, respectively. For the Steventon site rail 60m =  kg/m; leeper 245sm =  

kg/m; and trackbed 16.5k =  MN/m2 (TRIEPAISCHAJONSAK, 2012).  
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where t is time, iF  is the force due to the i-th wheel and 1 0d = , 2 wheeld L= , 
3 bogied L=  and 

4 wheel bogied L L= + . Noting that the relationship between the vertical displacements of the 

sleeper, 
sleeperw , and the rail is given by sleeper support

trackbed

w k

w k
= , the solution to Eq. (1) can be written 

 

 ( ) ( )( ) ( )
4

sleeper 1
trackbed

, cos sin
2

i iSt x d

i i i i ii
w x t Fe St x d St x d

k


 

− − −

=

−
 = − − + − −   (2) 

 

where ( )support
1 4

4

k

EI
 =  has units of m-1. Equation (2) can be written in non-dimensional form as 

 

 ( )
( )

( )( ) ( )
support car

ˆ4 ˆ

sleeper 4 1

21

,
ˆ ˆ ˆˆ ˆ ˆ ˆ, cos sini

i

t x ds

i iiF

k Li

w x t
w x t e t x d t x d


  

− − −

=

=

 = = − − − + − −
 


 (3) 

 

where carL = , which is the non-dimensional characteristic length, 
car

ˆ x
L

x= , 
car

ˆ id

i L
d =  and  ˆ

o

t
t

t = , 

where car

0

L

S
t =  is the time it takes one carriage to pass an observation point passing at speed S. 

For the value of EI = 6.24 MNm2 given in Tab. 1, and for a carriage length of car 23 mL =  given 

in Tab. 2, then for a range of support stiffness of 10 to 60 MN/m2,   has a range of 18 to 28 

(LE PEN et al., 2016). The normalized velocity and acceleration of the sleeper are found by 

differentiating Eq. (3) once and twice respectively with respect to t̂ , to give 

 

 ( ) ( )( )
ˆ4 ˆ2

sleeper 1
ˆ ˆˆ ˆ ˆ, 2 sinit x d

ii
w x t e t x d


 

− − −

=
 = − − −
   (4) 

 

and 

 

 ( ) ( )( ) ( )
ˆ4 ˆ3

sleeper 1
ˆ ˆ ˆˆ ˆ ˆ ˆ, 2 cos sinit x d

i ii
w x t e t x d t x d


  

− − −

=
 = − − − − −
   (5) 

 

where the overdots denote differentiation with respect to t̂ . Using Eqs. (3)-(5), the non-

dimensional displacement, velocity and acceleration for an Inter-city 125 are calculated for a 

value of 20 =  and the observation point set at ˆ 1x = . The plots for a single wheel, a bogie and 

a carriage are shown in Figs. 2(a.i)-2(a.iii). The displacement of the rail as each of the four 

wheels passes the observation point is clear in Fig. 2(a.i). It is also apparent that the rail does 

not return to its original position during the passage of a single bogie, but it does so between 

the passage of the two bogies. It can be seen that the curves for displacement and velocity are 

relatively smooth, but the acceleration curve is non-smooth, which means that the jerk 
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(derivative of acceleration) is discontinuous. This occurs at the point where there is a maximum 

deflection of the rail and is because of the assumption of zero mass in the system, which of 

course is not physical. Despite this minor deficiency in the model it is acceptable for the 

purposes of this chapter (which is demonstrated later) and allows a simple model to be used, 

which facilitates physical insight. 

 

Table 2 – Train parameters. 

Site 

Train 

class Name 

Car length 

[m] – Lcar 

Bogie length 

[m] – Lwheel 

Distance between bogie centre 

[m] – Lbogie 

1* Mk3 Inter-city 125 23.0 2.6 16.0 

2** 390 Pendolino 23.9 2.7 17.0 

2** 221 Supervoyager 22.9 2.6 15.9 

3** 171 Turbostar 23.6 2.6 15.8 

4** 377 Electrostar 20.0 2.6 14.2 

Source: *(TRIEPAISCHAJONSAK, 2012); **(LE PEN et al., 2016). 

 

Of particular interest is the spectrum of the vibration at an arbitrary observation 

(measurement) point. Thus x̂  is set to zero in Eq. (3) and the Fourier transform used to calculate 

the non-dimensional spectrum to give 

 

 ( )
( )

car

4
ˆ ˆ4 2

sleeper car 4 1
4

car

8ˆˆ
ˆ4 2

ij f d

i
W f e

f



 

−

=

−
=

+
  (6) 

 

where car

car
ˆ L

S
f f=   is the non-dimensional so-called “trainload frequency” (JU; LIN; 

HUANG, 2009), and 1j = − . A trainload frequency of 1 corresponds to the passage of a single 

carriage. The non-dimensional velocity and acceleration spectra can be calculated by simply 

multiplying Eq. (6) by car
ˆ2j f  and 2

car
ˆ(2 )f−  respectively to give 

 

 ( )
( )

car

4
ˆ ˆ4 2car

sleeper car 4 1
4

car

ˆ16ˆˆ
ˆ4 2

ij f d

i

j f
W f e

f



 

−

=

−
=

+
  (7) 

 

and 

 

 ( )
( )

car

2 4 2
ˆ ˆ4 2car

sleeper car 4 1
4

car

ˆ32ˆˆ
ˆ4 2

ij f d

i

f
W f e

f

 

 

−

=
=

+
  (8) 
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Figure 2. Sleeper vibration due to the passage of one wheel (blue solid line, ‒) one bogie (red 

dash dot line, ‒ ∙ ‒); and one carriage (black dotted line, ∙ ∙ ∙). The column (a) is the time history 

(at the top there is another axis corresponding to the non-dimensional position); and (b) 

normalized spectrum for: (i) displacement; (ii) velocity; and (iii) acceleration. 

 
Source: (CLEANTE et al., 2019). 

 

The modulus of the non-dimensional spectra corresponding to the non-dimensional 

displacement, velocity and acceleration are plotted in Figs. 2(b.i)-2(b.iii), for one wheel, one 

bogie and one carriage, with each spectrum being normalised by the number of wheels. This is 

done so that the shapes of the spectra can be easily compared. The displacement spectrum in 

Fig. 2(b.i) for the passage of a single wheel is similar to the spectrum of an impulse, exhibiting 
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behaviour similar to a low-pass filter, with the largest displacements occurring at low 

frequencies. 

The shape of this spectrum is entirely due to the track properties, and in (LE PEN et al., 

2016), it is called the shape function. If the passage due to a bogie is considered, then for all 

frequencies the spectrum remains within the spectrum due to a single wheel. The specific shape 

of this spectrum is discussed later. For the spectrum of the carriage (four wheels), then for all 

frequencies, the spectrum remains within the spectrum due to a bogie. Again, the specific shape 

of this spectrum is discussed later. 

Concerning the shapes of the velocity and acceleration spectra, it can be seen that the 

effect of differentiation with respect to time is to cause the spectra to peak at higher frequencies. 

For example, when the whole carriage is considered it can be seen that the velocity peaks at 

around the 3rd trainload frequency, and the acceleration peaks at about the 7th trainload 

frequency. The reasons for this phenomenon are discussed in detail later in the chapter, once 

the model has been validated with experimental data. 

 

2.3 COMPARISON OF THE MODEL WITH EXPERIMENTAL DATA 

 

2.3.1 Description of the experimental data 

 

To verify that the model can adequately predict the spectrum of the vertical vibration of 

a sleeper due to a passing train, it is compared with data from five trains at four different sites. 

One is an Inter-city 125 consisting of two power cars and eight passenger carriages passing at 

a speed of 200 km/h (TRIEPAISCHAJONSAK, 2012). The sleeper vibration was measured for 

the passing of a complete train using an accelerometer with a sampling frequency of 1 kHz. The 

data for the other four trains are taken from (LE PEN et al., 2016) and are extracted to give the 

time series for a single carriage for each train. The trains are a Pendolino travelling at a speed 

of 195 km/h, a Supervoyager travelling at a speed of 202 km/h, a Turbostar travelling at speed 

of 103 km/h and an Electrostar travelling at speed of 109 km/h. In each case, the measurements 

were made using a geophone with a sampling frequency of 500 Hz, positioned at the outer side 

of a sleeper. The track and train parameters are given in Tables 1 and 2, respectively. 

The measured vertical sleeper velocity of the Inter-city 125 train is shown in Fig. 3(a). 

This was obtained by integrating acceleration data and is shown because some pertinent features 

are more visible in velocity data rather than acceleration data. The train consists of two power 
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cars, one at the front and the other at the rear of the train, and eight carriages. These are marked 

at the top of Fig. 3(a). The repetitive velocity pattern can be seen, as each carriage passes the 

measurement point, and the slightly larger velocities due to the heavier power cars can also be 

seen. 

 

Figure 3. Sleeper vertical vibration induced by an Inter-city 125 at speed of 200 km/h: (a) 

velocity, ••• (blue dotted line) is the full time-history, ‒ (red solid line) is a period corresponding 

to the passage of a single carriage (at the top of the graph there is an axis indicating the carriages: 

P1 and P2 are the power cars and 1-8 are the passenger carriages); (bi-iii) zoom-in of the 

comparison of displacement, velocity and acceleration, respectively, between measurement 

(blue solid line, ‒) and model (black dashed line, •••); and (c) comparison between Fourier 

coefficients of sleeper vertical acceleration of measurement (blue circle, ●); standard deviation 

range from the eight passenger carriages (red line, ‒); and model (black square, □). 

 

Source: (CLEANTE et al., 2019). 
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As each carriage appears to generate a similar vibration pattern, the vibration of carriage 

2 is extracted from the time series. A zoom of this can be seen in Fig. 3(b.ii), with corresponding 

zooms of the displacement and acceleration shown in Figs. 3(b.i) and 3(b.iii) respectively. An 

overlay of the model predictions is also shown in Fig. 3, and these are discussed later. 

To extract frequency domain data from the measurement, it is assumed this section of 

data repeats indefinitely, i.e., the train is infinitely long and consists only of carriages. The 

Fourier series coefficients can then be calculated. The amplitudes of the first ten coefficients 

for acceleration data are plotted in Fig. 3(c) as solid blue circles. As mentioned in the introduction, 

from the perspective of energy harvesting, acceleration rather than velocity is the important 

quantity. At the top of Fig. 3(c) there is another axis which represents the trainload frequencies. 

It can be seen that the amplitude of acceleration is greatest at the 7th trainload frequency, which 

corresponds to 16.9 Hz. The amplitudes are also high at some other trainload frequencies, such 

as the 3rd and the 6th, but are very low at others, such as the 4th, the 5th and the 8th.  

Also shown in Fig. 3, is the range of amplitude coefficients if carriages other than the 

second are taken to be the representative carriage for the train. It can be seen that, although 

there are some differences between each carriage, the general trend is the same. Thus, it is 

sufficient to consider a single carriage for the purposes of this chapter. This assertion is further 

supported by presentation of the spectra for a complete Inter-city 125 train travelling at different 

speeds, which is shown in Appendix A. Considering vibration at the trainload frequencies, 

similar behaviour is observed in each case, and is qualitatively similar to that for a single 

carriage. 

 

2.4 SIMULATIONS USING THE MODEL 

 

The deflection of the railway track is influenced by the support stiffness 
supportk , which 

is a series combination of the rail pad and track-bed stiffness. Reliable pad parameters are 

relatively easily found in a manufacturer’s datasheet, but the track-bed stiffness is highly 

variable and changes over time due to degradation, ballast migration and other factors. It is thus 

not a simple matter to determine this parameter. Moreover, the track-bed stiffness may vary 

along a railway line and may be different from one sleeper to another (J. A. PRIEST; W. 

POWRIE, 2009). To determine the track-bed stiffness, an optimization procedure is used 

together with the model and measured data. A two-step optimization procedure is carried out 

to determine the track-bed stiffness and trainload from the measured vertical vibration of a 
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sleeper. For a single carriage, the sum of the squares of the differences between the Fourier 

coefficients of the model and the measured acceleration data (from 0 to 30 Hz), is minimised 

using the Matlab function optimset. First, an optimum value of β using Fourier coefficients 

normalized by the value of the maximum coefficient, then an optimum value of the trainload is 

calculated using a similar procedure. 

The estimated Fourier coefficients are shown in Fig. 3(c) as squares. It can be seen that 

there is good agreement between the model predictions and the experimental data for the first 

eight trainload frequencies. The agreement is not so good for the 9th and 10th trainload 

frequencies. The reason for this can be seen if the time histories are reconstructed from the 

estimated Fourier coefficients. These are shown in Figs. 3(b.i)-(b.iii) for displacement, velocity 

and acceleration respectively. It can be seen that displacement and velocity are predicted well, 

with the displacement showing some very low frequency drift, but the acceleration predicted 

by the model is non-smooth as discussed in Section 1.3. This feature requires high frequency 

vibration, which is limited in the experimental measurements due to the mass of the track 

system. This is believed to be the principal cause of the discrepancy between the predicted and 

measured Fourier coefficients at higher frequencies. 

To further verify the model, four data sets consisting of sleeper displacement, are also 

used. These data were taken from (LE PEN et al., 2016) and consist of only displacement data 

for a single carriage in each case. A similar procedure to that described above is used to 

determine the support stiffness. The predicted results and measured data are shown in Figs. 4 

and 5, for the time histories and Fourier coefficients respectively. The number of coefficients 

used to calculate each measurement data was in the frequency range up to 30 Hz. It can be seen 

that there is good agreement between the model predictions and the measurements with the 

largest amplitude being at the 7th trainload frequency in three out of the four cases. In the other 

case, the largest amplitude is at the 6th trainload frequency, but the amplitude at the 7th trainload 

frequency is only marginally smaller. In all cases, the displacement, velocity and acceleration 

time histories are in remarkable agreement with the measurements, except at higher frequencies 

in some cases. 
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Figure 4. Comparison of sleeper vertical vibration between measurement (blue solid line, ‒) 

and model (black dotted line, •••) due to the passage of: a) Pendolino at speed of 200 km/h; b) 

Supervoyager at speed of 202 km/h; c) Turbostar at speed of 103 km/h; and d) Electrostar at 

speed of 109 km/h. (i) denotes displacement; (ii) velocity; and (iii) acceleration. 

 
Source: (CLEANTE et al., 2019). 
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The calculated support stiffness and trainloads are given for all cases in Tab. 3. It can 

be seen that there is a fairly narrow range for   ranging from slightly more than 17 to slightly 

more than 26. It can also be noted that the calculated support stiffness for the site No. 2 has two 

different values for two different trains. It is stiffer for the heavier train, which suggests that the 

stiffness has a hardening characteristic. 

 

Table 3 – Calculated support stiffness and train load for five different trains. 

Site Train class  Fixed parameter  Estimated parameter 

   

Pad stiffness 

[MN/m] 

Speed 

[km/h]  

Load F 

[kN]  

Support stiffness 

[MN/m2]  

1 Mk3  

60 

200  21.9  14 19.9 

2 390  195  81.8  24.4 23.8 

2 221  202  120.2  30.1 24.1 

3 171  103  56.7  30.2 26.4 

4 377  109  34.6  11.4 17.5 

Source: (CLEANTE et al., 2019). 

 

Figure 5. Comparison between Fourier coefficients of sleeper vertical acceleration of 

measurement (blue circle, ●); and model (black square, □) for: (a) Pendolino at 195 km/h; (b) 

Supervoyager at 202 km/h; (c) Turbostar at 103 km/h; and (d) Electrostar at 109 km/h. 
 

 
Source: (CLEANTE et al., 2019). 
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2.5 DISCUSSION 

 

In the previous sections, it was shown that the spectrum of the sleeper acceleration has 

a particular shape, which is reasonably consistent for different train types and different sites. In 

all cases, the amplitude of the acceleration at the 7th trainload frequency is either the largest or 

very close to being the largest. In this section, the reason why this is the case is discussed. To 

study this, the geometrical parameters of the Inter-city 125 are used, with a value of 20 = . 

The modulus of Eq. (8) is plotted for the passage of a single wheel, a single bogie, a single 

carriage, and an infinite series of carriages in Fig. 6. Note, that in each case, the amplitude is 

normalised by the maximum amplitude of one wheel deflection and then divided by the number 

of wheels, so that the shape of the spectra can be easily compared. For a single wheel, the 

modulus of the non-dimensional spectrum of the acceleration is given by 

 

 
2 4 2

car
sleeper car 4 4

wheel
car

ˆ32ˆˆ ( ) ,
ˆ4 (2 )

f
W f

f

 

 
=

+
 (9) 

 

which is only dependent on the track. It is plotted as a thick solid red line in Fig. 6. It can be 

seen that it behaves as a band-pass filter, with a peak when the trainload frequency 

car

car 2

ˆ L

S
f f 


=  =  . For the Inter-city 125 considered here, this is when the trainload frequency 

is about 4.5. This is the principal reason why the acceleration spectrum is confined to a low 

frequency range. As mentioned in Section 2.2 the band-pass behaviour is due to the low-pass 

filtering effect of the track deflection bowl under a wheel load and the high-pass filtering effect 

due to acceleration being the quantity of interest. The vibration due to the passage of a single 

bogie (two wheels) is shown in Fig. 6 as a blue dashed line. This is better viewed on the 

frequency axis wheel

wheel
ˆ L

S
f f=  , which is the wheel passage frequency for a single bogie. It can 

be seen that it is zero when ( )wheel
ˆ 0.5f n= +  for 0,1,2n =  The frequencies at which the 

amplitude is zero is only a function of the distance between the wheels on the bogie and the 

train speed. This phenomenon has also been discussed by Auersch (2006) and Milne et al. 

(2017). However, the peaks in the spectrum that occur between the zeros are dependent on both 

the train geometry and the track properties. The maxima occur in this particular case when 

wheel 0.31
L

S
f    and wheel 0.83

L

S
f   . Thus, the bogie has created two bandpass frequencies, one 

centred at car 2.74
L

S
f    and the other at car 7.34

L

S
f   , with a zero in between these 

frequencies at car 4.4
L

S
f   . Note that, for this value of , the higher frequency (7.34) peak is 
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larger than the lower frequency (2.74) peak. This means that the trainload frequency with the 

highest amplitude of vibration will occur close to this frequency.  

The spectrum for the passage of two bogies (i.e. a carriage) is also plotted in Fig. 6 as a 

thin solid green line. Note that the amplitude is divided by four. In this case, the spectrum is 

better viewed on the frequency axis 
bogie
ˆ bogieL

S
f f=  , which is the passage frequency for two 

bogies. It can be seen that there are zeros when ( )bogie
ˆ 0.5f n= +  for 0,1,2n = , which is only 

a function of the distance between the bogies and the train speed. It can be further seen that 

there are also zeros at the same frequencies as for a single bogie (when wheel 0.5
L

S
f  = ), which 

is dependent, of course, on the wheel spacing for a single bogie. Between the zeros, there are 

peaks which are dependent on both train geometry and track properties. It can be seen that the 

zeros have the effect of significantly reducing the acceleration responses at 5th and 8th trainload 

frequencies. In general, if the support stiffness is kept constant and train geometry is changed, 

the zeros created by the passage of one and two bogies shift to different frequencies, which 

means that the maxima will also shift to different frequencies. This effect is not large, however, 

given the similarity in train geometries found in practice. If the track properties change, then 

the effect will be to shift the frequency at which the maximum of the thick solid red line occurs, 

car 2
f̂ 


= , in Fig. 6. If the support stiffness is softer, then it could cause the maximum to occur 

at a frequency lower than that at which the amplitude for a single bogie has its lowest peak 

(lower than wheel 0.5
L

S
f  = ).  However, this would require an extremely low support stiffness 

that is unlikely to be seen in practice (
support 10k  MN/m2). This can be easily seen by noting 

that for the peak in the thick solid red curve to occur at a significantly lower frequency (say 

wheel 3
8

L

S
f  = ) than when the first zero occurs for the single bogie (the first zero in the dashed 

blue curve), then it is required that  

 

car

wheel

3

82

L

L




  or that car

wheel

3 2

8

L

L


  .  

 

For the Inter-city train then this means that 14.74  , which corresponds to a support 

stiffness of ksupport < 4.2 MN/m2, which is very low. An illustration of this effect is shown in 

Fig. 7(a). If the support stiffness is larger than that used for the simulation shown in Fig. 6, there 

will be little change to the frequency at which the peak amplitude occurs. This is illustrated in 

Fig. 7(b), for the case of 28 = , which corresponds to a track stiffness of 60 MN/m2. Thus, it 

may be assumed that in the majority of the cases found in practice, it is likely that the 7th 
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trainload frequency will generally be the frequency at which the amplitude of acceleration is 

the largest, and hence is the frequency to target for energy harvesting. 

 

Figure 6. Sleeper non-dimensional vertical acceleration spectrum, for 20 =  normalized by 

the maximum amplitude of one wheel induced deflection due to the passage of: one wheel, red 

solid line ‒; one bogie (divided by two), blue dashed line ‒ ‒; one carriage (divided by four), 

green thin line ‒; and infinite train of carriages, black circle ○. The curves were scaled to fit the 

same envelope. 

 
Source: (CLEANTE et al., 2019). 
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Figure 7. Sleeper non-dimensional vertical acceleration spectrum normalized by the maximum 

amplitude of one wheel induced deflection due to the passage of: one wheel, red solid line ‒; 

one bogie (divided by two), blue dashed line ‒ ‒; one carriage (divided by four), green thin line 

‒; and infinite train of carriages, black circle ○. The curves were scaled to fit the same envelope. 

(a) softer support stiffness, 14.7 = ; and (b) stiffer support stiffness, 28 = . 

 

Source: (CLEANTE et al., 2019). 
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2.6 CONCLUSIONS 

 

This chapter has described an investigation into why the highest amplitude of track 

acceleration due to the passage of a train is generally the 7th trainload frequency. A simple 

quasi-static model of a train moving along a track has been developed and used to conduct the 

investigation. Some of the model parameters were determined by comparing the model 

predictions with experimental data. Measurements involving five trains from four different sites 

have been used to verify that the model can adequately capture the pertinent physical behaviour. 

The analysis showed that the spectrum due to the passage of one wheel is only dependent on 

the track features, and acts as a bandpass filter. This effectively restricts the quasi-static 

component of sleeper vibration due to a passing train to low frequencies. However, the 

geometry of the train passing at the measurement site has a profound effect on which specific 

trainload frequency has the largest response amplitude. Of particular importance is the wheel 

spacing in a bogie, as this partitions the band-pass filter effect into two frequency ranges, and 

in general, it is the highest of these ranges which is important from the energy harvesting point 

of view. 

For the trains studied, it was observed that the 3rd, 6th, 7th, 8th and 10th trainload 

frequencies had the highest amplitude of the vibration, with the 7th trainload frequency having 

the highest amplitude in four out of the five cases. In the case of an extremely soft track support 

stiffness then it is possible, in principle at least, for the largest amplitude to occur below the 4th 

trainload frequency, typically at the 3rd. 

For the energy harvesting application, these trainload frequencies are the frequencies 

with the potential to be the device target frequency. This is investigated further in Chapter 5, in 

which an electromechanical transducer is incorporated into the railway environmental to 

harvest energy from the vibration due to passing trains.  
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3 ENERGY HARVESTING: TIME-LIMITED PERIODIC 

EXCITATION 

 

3.1 INTRODUCTION 

 

 The development of new electrical components which require less power has motivated 

researchers to improve the technology of small energy harvesters and to maximize the power 

scavenged. In addition, due to climate change, the desire to develop alternative ways to provide 

clean energies has increased research efforts to improve the performance of existing energy 

harvester technologies. It has also motivated the design of new mechanisms to scavenge 

mechanical energy from ambient vibration and to convert it into electrical energy.  

A large number of papers have been published, in which the analysis takes into account 

the effects of the host structure and the transducer. In the majority of the work it is assumed 

that the excitation source has a long time duration and so only the steady-state response is 

considered. However, some ambient vibrations may have limited time excitation making the 

transient effects important in the design of an energy harvesting device. 

In publications by Gatti et al. (2016) and Brennan and Gatti (2017a), it was shown that 

disregarding the transient effects from time-limited excitation sources can lead to an incorrect 

prediction of the potential mechanical energy that could be harvested. In this chapter, similar 

analysis is undertaken, but the electrical effects of electromechanical transducers are taken into 

consideration, with the aim of determining the potential electrical energy from a time-limited 

excitation source. 

 In this chapter, the concepts of mechanical impedance are first introduced. Using a two-

port network transducer model, the electric effects of an electromechanical transducer are 

evaluated, and a simple comparison is made between a piezoelectric and electromagnetic 

transducer. Later, a single-degree-of-freedom electromagnetic energy harvester is investigated. 

An analytical expression for the energy dissipated by a load resistance attached to an 

electromagnetic transducer when subject to a time-limited base excitation, which may include 

the transient and steady-state responses, is presented, and the optimum load resistance is 

determined. 
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3.2 THE MECHANICAL IMPEDANCE OF A SINGLE-DEGREE-OF-FREEDOM MASS-

SPRING-DAMPER BASE EXCITATION SYSTEM 

 

This section presents a brief discussion on the mechanical impedance of a linear single-

degree-of-freedom (SDOF) mass-spring-damper system, which is a typical mechanical system 

of an energy harvesting device. The aim is to determine which would be the better operational 

condition to maximize the oscillation of the suspended mass and potentially increase the 

harvester efficiency. It is assumed that the impedance of the vibration source, ZS, is much larger 

than the impedance of the device, ZD, so that the velocity of the device approximate to the 

velocity of the source, 
D SX X  and the device is then a typical base excited system. 

The mechanical impedance of an element is defined as the frequency-dependent 

relationship between the driven force acting on that element and its resulting velocity for the 

time-dependent harmonic excitation. The impedance of a mass (m), a spring (k) and a 

mechanical damper (cm) are given in Tab. 4, where  is the angular frequency and 1j= − . 

 

Table 4 – The element impedance. 

Element Impedance 

Mass mZ j m=  

Spring 
jk

kZ


−
=  

Damper c mZ c=  

Source: (HARRIS; PIERSOL, 2002). 

 

Figure 8. The combination of a base-excited SDOF mass-spring-damper system. 

 
Source: author. 

 

The combination of the mechanical elements forms the SDOF mass-spring-damper, shown in 

Fig. 8, where F is the amplitude of the driving acting force, 
bX  is the amplitude of the base 

m

k cm

F

bX

mX



m

cmk

bX

F
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velocity and 
mX  is the complex amplitude of the velocity of the suspended mass. The 

impedance of this mechanical system is the parallel impedance of the stiffness and the damper, 

which together are in series with the mass impedance. The total impedance of the device is 

given by 

 

 

m

1

1 1 1
D

m k c

Z

Z Z Z

=
 

+ + 
 
 

. (1) 

 

The SDOF base excited system shown in Fig. 8 can be represented, after some 

mathematical manipulation, as a function of its relative velocity, i.e. 
r m bX X X= − , and the 

resulting mechanical system will behave as a force excited SDOF system. An example of the 

mechanical system is shown in Fig. 9, where the amplitude of the driving force, F, is interpreted 

as 
bF mX= − , which is the acceleration of the base of the device shown in Fig. 8. 

 

Figure 9. Example of a force excited SDOF mass-spring-damper system. 

 
Source: author. 

 

The total impedance of the mechanical system is given by 

 

 
mD m c kZ Z Z Z= + + , (2) 

 

which are the parallel impedances of the mass, the damping and the spring. Substituting the 

impedance for each mechanical element given in Tab. 4 into Eq. (2), the total impedance of the 

device is 

 

 
D m

jk
Z j m c


= − + , (3) 

rX
m

k cm

F
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or in non-dimensional form as 

 

 
( )22 1

2
m

mD

c

jZ

c

  +  −
=


 (4) 

 

where n  =  is non-dimensional excitation frequency, n  is the undamped natural 

frequency, 
mm m cc c =  is the damping ratio and 2

mc nc m=  is the critical mechanical 

damping. 

The mobility is the ratio between the resulting velocity with the driving forcing acting 

on the element and it is the inverse of the element impedance. Then, the device mobility is given 

by 

 

 
1

D

m

Y
j

j m c
k




=

− +

, (5) 

 

or in non-dimensional form 

 

 
( )2

2

2 1mD c

m

Y c
j


=

 +  −
. (6) 

 

Examples of the non-dimensional impedance of the device given by Eq. (4), and the 

non-dimensional mobility, Eq. (6), for two different damping ratios are shown in Fig. 10. The 

non-dimensional mass lines impedance (mobility), 
2

m

cm

Z j

c


=  (

2

m

j

m cY c
−


= ) and stiffness line 

impedance (mobility), 
2k

cm

Z j

c

−


=  ( 2

mk cY c j=  ), are also shown in Fig. 10. 

Figure 10 (a) and (b) show, respectively, the non-dimensional impedance and mobility 

of the SDOF mass-spring-damper mechanical system for two different damping ratios. It can 

be seen from the impedance (mobility) of the device is large (small) at, both, low and high 

frequencies. Moreover, at low frequency, the impedance (mobility) is controlled by the device 

stiffness, while at high frequency the impedance (mobility) is controlled by the device mass. 

The impedance (mobility) is small (large) when the device is operating at its resonance, i.e. 

1 = . At this frequency, the impedance (mobility) is controlled by the device damping and it 

becomes larger (smaller) as the damping ratio is increased. 
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Figure 10. Example of the non-dimensional device impedance (a) and mobility (b) for two 

different mechanical damping ratio: 0.001m =  (blue solid line, ); and 0.1m =  (red dotted 

line, ). The black dash-dot line, , is the mass line and the black dashed line, , is the 

stiffness line. 

 
Source: author. 

 

In Fig. 10 it is seen that at the resonance frequency the magnitude of the non-

dimensional impedance (mobility), in which D

cm

Z

mc
=  ( 1

m mD cY c


= ), is less (greater) than 1. This 

means that apart from this being the frequency at which the maximum transmissibility of the 

base vibration to the suspended mass occurs, the transmitted vibration is also amplified. From 

the point of view of an energy harvesting device, which harvests energy from the oscillation of 

the suspended mass, a small damping ratio ( 0m → ) is desirable, so that the mobility tends to 

infinity (
mD cY c →  ). However, this leads to a large relative velocity ( 1rX ) and, 

consequently, to a large relative displacement ( 1rX ) which will make the device constrained 

to its housing size. Then, the optimum damping ratio would be 
,opt , max2m b rX X = , which is 

the ratio between the base displacement and the maximum relative displacement. 

 

3.3 THE TWO-PORT NETWORK: A MODEL FOR A PIEZOELECTRIC AND AN 

ELECTROMAGNETIC TRANSDUCER 

 

In the last section, the mechanical impedance of a SDOF mass-spring-damper system 

was discussed and it was shown that each mechanical element has a contribution to the 

impedance (mobility) of the device. An energy harvesting device is an electromechanical 

system, i.e., it has mechanical and electric elements and each of these elements, including the 

electrical ones, will have a contribution to the total impedance of the electromechanical 

transducer. 
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The concept of electromechanical functionality is simple. The transducer oscillation due 

to a driving harmonic force generates an internal voltage. The transducer internal electric 

components, when subject to this voltage, generates a feedback force changing the behaviour 

of the oscillator. The same behaviour is observed in the opposite process. When a driving 

voltage is applied to the electromechanical system, the electric components generate a feedback 

force which will cause a force which in turn, generates a voltage in the opposite direction. A 

simple way to describe mathematically the electromechanical behaviour is using a two-port 

network model. This model, which connect two external circuits, describes by a 2-2 matrix of 

impedances the behaviour of any type of mechanical, electrical or electromechanical system, 

i.e., the behaviour of an energy harvester. 

A two-port model of a transducer is shown in Fig. 11. At one side of the two-port 

electromechanical transducer is the mechanical port, which connects the SDOF base excited 

system given in Fig. 9. This mechanical port is defined by the driven force F and the resulting 

velocity X  and is responsible to generate the transducer motion. The other side is the electrical 

port which connects the internal transducer elements. This electrical port is defined by the 

generated voltage V and the resulting current I. 

 

Figure 11. Schematic of a two-port model of a transducer 

 
Source: author. 

 

The two-port electromagnetic transducer is used to investigate the effects of the 

electromechanical interactions and the potential power that can be delivered to the attached 

electrical load. Moreover, in this section, a comparative study between piezoelectric and 

electromagnetic energy harvesters is presented. The source of vibration (the driving force) and 

the resulting velocity in Fig. 9 are 
bF mX= −  and 

rX X= . As seen in the previous section, the 

oscillation of the suspended mass is maximized and, consequently, more energy is delivered to 

TransducerF (force)

(velocity)

V (voltage)

I (current)

Mechanical side Electrical side

X

V (voltage)
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the electrical side when the impedance (mobility) is minimum (maximum), which occurs at the 

resonance frequency. 

The frequency domain matrix equation for a two-port electromechanical transducer 

shown in Fig. 11 is given by (WOOLLETT, 1966) 

 

 me

em e

I

D
F Z Z X

V Z Z I

    
=    

    
, (7) 

 

where V is the voltage generated and I is the resulting current. The impedances, given in the 

matrix elements of Eq. (7), are specific for each transducer mechanism (here they are 

piezoelectric and electromagnetic). However, their physical meaning and effects are not 

different. I

DZ  is the open-circuit mechanical impedance ( 0I = ), Ze is the blocked electrical 

impedance ( 0X = ), i.e., the internal electric transducer impedance and Zme and Zem are the 

electromechanical transducer impedance, i.e. the impedance of the element that transfers energy 

from the mechanical to the electrical side and vice-versa. 

 

3.3.1 Equivalent Electrical System 

 

The energy generated by the vibrating source only can be scavenged when an electrical 

load is connected to the transducer terminals on the electrical side in Fig. 11. The equivalent 

electrical circuit is shown in Fig. 12 for a voltage source in series with the internal impedance 

and the load impedance. 

 

Figure 12. The equivalent electrical circuit of the transducer connected to an electrical load. 

 
Source: author. 

 

Where oV  is the voltage generated due to the device motion, eZ  is the internal impedance of 

the transducer and lZ  and lV  are the impedance and the voltage across the electrical load, 

oV lZ

eZ

lV

I

+

-
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respectively. When the electrical load impedance is large ( lZ →  ), the circuit behaves like its 

terminals are open and no current flows in the circuit, 0oI = . The open-circuit voltage, from 

Eq. (7) is given by 

 

 
o emV Z X= . (8) 

 

When the load impedance is small, so that 0lZ → , the circuit behaves like the terminals 

are connected without any load. Then, the closed-circuit current is given by 

 

 em
c

e

Z X
I

Z
= − . (9) 

 

Note that the coupling condition between the transducer and the load is lV V= − . Substituting 

the voltage across the electrical impedance load, l lV Z I= , into Eq. (7), the resulting current is 

given by 

 

 em

l e

Z
I X

Z Z
= −

+
 (10) 

 

and the transducer total mechanical impedance is 

 

 
I me em

t D

l e

Z ZF
Z Z

X Z Z
= = −

+
. (11) 

 

It can be noted in Eq. (10) that the resulting current amplitude is a function of the chosen 

load and the resulting velocity. From Eq. (11) it can also be noted that the feedback force, due 

to electrical effect interactions, changes the total mechanical impedance of the transducer. 

 

3.3.2 Equivalent Mechanical System 

 

The equivalent electrical system shows that when an electrical load is connected to the 

transducer, the electrical side has an important contribution to the total transducer impedance. 

The transducer model has an equivalent mechanical system as shown in Fig. 13. 

 



57 

 

 

Figure 13. Equivalent mechanical model for the transducer connected to an electrical load. 

 
Source: author. 

 

From Eq. (11), the impedance of the transducer coupled to an electrical load, shown in Fig. 13 

is given by 

 

 
= = +

tt D

F
Z Z Z

X
, (12) 

 

where I

D DZ Z=  and  

 

  = −
+t

me em

l e

Z Z
Z

Z Z
. (13) 

 

 

3.3.2.1 Piezoelectric transducer 

 

A piezoelectric transducer is a reciprocal transducer (NAKANO; ELLIOTT; 

RUSTIGHI, 2007; WOOLLETT, 1966) and its electro-mechanical impedance is given by 

 

 me em eZ Z T Z= =  (14) 

 

whose open-circuit mechanical impedance is given by 

 

 
2

e

e

I E Eem me
D D D

Z Z
Z Z Z T Z

Z
= + = + , (15) 

 

F
DZ

t
Z

X
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where E

DZ  is the closed-circuit mechanical impedance, which is the transducer impedance 

without the electric effects into the mechanical side, Eq. (2). For the piezoelectric transducer 

E

DZ  is 

 

 
m

E

D m c kZ Z Z Z= + + . (16) 

 

Substituting Eqs. (13), (15) and (16) into Eq. (12) and with some manipulation, the piezoelectric 

total impedance is given by 

 

    2 2Re Re Im Ime l e l
P D D

l e l e

Z Z Z Z
Z Z T j Z T

Z Z Z Z

    
= + + +     + +    

, (17) 

 

where  Re  and  Im  denotes the real and the imaginary parts, respectively. In the 

particular case e PZ j C= −  and l lZ R= , which are respectively the internal piezoelectric 

capacitive impedance and the resistive load impedance, resulting in 

 

 
2 2 2

2 2 2 2 2 21 1

l l P
P m

l P l P

RT R T Ck
Z c j m

R C R C




  

 
= + + − − 

+ + 
. (18) 

 

 It can be noted in Eq. (18) that when the load resistance is connected to the piezoelectric 

transducer, the electrical feedback effect introduces a real and an imaginary term to the 

transducer total impedance. The real term is positive and acts like an analogous electrical 

damping. The imaginary term is negative and acts like an equivalent electrical stiffness. 

 

3.3.2.2 Electromagnetic transducer 

 

An electromagnetic transducer is an anti-reciprocal transducer (DAL BO; GARDONIO, 

2018; WOOLLETT, 1966) and its electro-mechanical impedance is 

 

 me emZ Z T= − =  (19) 

 

And the open-circuit mechanical impedance is given by 
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2

I E

D D

e

T
Z Z

Z
= − , (20) 

 

where E

DZ  is the closed-circuit mechanical impedance. Different from the piezoelectric 

transducer, the device mechanical impedance, i.e. the total impedance without the influence of 

the electrical effects, occurs in the open-circuit condition which gives 

 

 
m

I

D D m c kZ Z Z Z Z= = + + . (21) 

 

Substituting Eqs. (13), (19) and (21) into Eq. (12) and with some manipulation, the total 

impedance of the electromagnetic transducer is 

 

  
 

 
 2 2

2 2

Re Im
Re Im

l e l e

M D D

l e l e

T Z Z T Z Z
Z Z j Z

Z Z Z Z

 + +
= + +  − 

 + + 

. (22) 

 

In the particular case e oZ j L=  and l lZ R= , which are respectively the internal inductance 

and the resistive load impedances, which results in 

 

 
2 2

2 2 2 2 2 2

l o
M m

l o l o

RT L Tk
Z c j m

R L R L




  

 
= + + − + 

+ + 
. (23) 

 

 It can be seen in Eq. (23) that, similar to the piezoelectric transducer, when the load 

resistance is connected to the electromagnetic transducer, the electrical feedback effect 

introduces a real and an imaginary terms to the total transducer impedance. The real term is 

positive and acts like an analogous electrical damping and the imaginary term is positive and 

in-phase with the mass, which means it acts like an equivalent electrical mass. 

 

3.3.3 The electrical power dissipated by the transducer 

 

As mentioned earlier, in accordance with Eq. (4), the maximum vibration transmitted 

from the device base to the suspended mass occurs when the transducer resonance frequency 

coincides with the source excitation frequency. Moreover, the transducer mechanical damping 

should be small, 0m →  so that 0DZ →  ( DY →  ). In this section, the impedance of the 
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transducer is assumed to be operating at the device resonance frequency, i.e.  Im 0tZ = , and 

with no mechanical damping,  Re 0DZ = , which is the ideal case for energy harvesting 

purposes. The power dissipated by the transducer is given by (HARRIS; PIERSOL, 2002) 

 

  *1
Re

2
tP F X= , (24) 

 

where {*} represents the complex conjugate. The power can also be written as 

 

  
21

Re
2

t tP F Y=  (25) 

 

in which, Eq. (25) is the square of the input power multiplied by the transducer mobility. 

 

3.3.3.1 Electrical power dissipated by the piezoelectric energy harvester 

 

 Considering the electromechanical coefficient T =  and the assumptions,  Im 0PZ =  

and  Re 0DZ = , and substituting Eq. (17) into Eq. (25), the electrical power dissipated by the 

piezoelectric transducer electrical damping  normalized by the square of the base vibration is 

given by 

 

 
2 2 2

2 2
1
2

1ˆ l PP
P

lb

R CP
P

RmX





+
= = . (26) 

 

It can be seen from Eq. (26), that the power dissipated by the piezoelectric transducer is large 

when 1 , i.e. for high excitation frequencies. 

 

3.3.3.2 Electrical power dissipated by the electromagnetic energy harvester 

 

 Considering the electromechanical coefficient is T Bl= , which B is the magnetic flux 

density and l is the coil length, and the assumptions,  Im 0MZ =  and  Re 0DZ = , and 

substituting Eq. (22) into Eq. (25), the electrical power dissipated by the electrical damping of 

the electromagnetic transducer normalized by the square of the base vibration is given by 
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2 2 2

2 2
1
2

ˆ
( )

l oM
M

lb

R LP
P

Bl RmX

+
= = . (27) 

 

3.3.3.3 Comparison between the power dissipated by piezoelectric and electromagnetic energy 

harvesting devices 

 

The ratio between the power dissipated by electromagnetic and piezoelectric energy 

harvester device is 

 

 
ˆ

ˆ
M

r

P

P
P

P
= . (28) 

 

Substituting Eqs. (26) and (27) into Eq. (28), the ratio between the electromagnetic and 

piezoelectric energy harvesting devices result in 

 

 
( )

2 2 2 2

2 2 2 2
ˆ

1

l o
r r

l P

Bl R L
P P

R C



 

+
= =

+
. (29) 

 

There are two electrical circuits conditions at which electromechanical transducers can 

operate: at short and open circuits. Then, when in short-circuit ( 0lR → ), the ratio between the 

power dissipated, Eq. (29), is 

 

 
2 2

, SC
ˆ
r oP L  . (30) 

 

When in open-circuit ( lR →  ), the ratio between power dissipated, Eq. (29), is 

 

 
, OC 2 2

1ˆ
r

p

P
C 

 . (31) 

 

Note from Eq. (30), for a small  , since 1oL , the ratio between dissipated powers 

results in , SC
ˆ 1rP  . This means that, at short-circuit condition and at low frequency, the 

piezoelectric transducer dissipates more energy than the electromagnetic transducer. From Eq. 

(31), for a small  , since 1pC , the ratio between dissipated powers result in , OC
ˆ 1rP  . This 
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means that, at open-circuit and at low frequency, the electromagnetic transducer dissipates more 

energy than the piezoelectric transducer. 

In order to determine which transducer performs better in low frequency, if it is the 

piezoelectric transducer in short-circuit or the electromagnetic transducer in open-circuit, the 

product between the ratio dissipated powers is calculated by 

 

 , 0 , SC , OC
ˆ ˆ ˆ
r r rP P P→ =  . (32) 

 

Where, since at low frequency , SC
ˆ 1rP   and , OC

ˆ 1rP  , if , 0
ˆ 1rP →  , the electromagnetic 

transducer dissipates more energy. Otherwise, if , 0
ˆ 1rP →  , the piezoelectric transducer 

dissipates more energy. Substituting Eq. (30) and (31) into Eq. (32) gives 

 

 
2

, 0 2
ˆ o
r

p

L
P

C
→ = . (33) 

 

As the magnitude of the piezoelectric internal capacitance, 
pC , is generally known to be lower 

than the magnitude of the electromagnetic internal inductance, oL , and both are lower than 

unity, 1p oC L , the product between the ratios of the dissipated powers, Eq. (33), is 

, 0
ˆ 1rP →  . This suggest that, in low frequency, the electromagnetic transducer performs better 

than the piezoelectric. This suggest that to harvest the low frequencies of the sleeper vertical 

vibrations induced due to a pass-by train, investigated in Chapter 2, the electromagnetic 

transducer will be preferable. 

 

3.4 ELECTROMAGNETIC DEVICE: BASE EXCITED MASS-SPRING-DAMPER 

LINEAR OSCILLATOR 

 

As discussed in the previous section, a SDOF mass-spring-damper is used to model an 

oscillator which can convert mechanical energy from vibrating energy into electrical energy. 

This was first proposed by Williams and Yates (1996). Since then, much research, for example 

Stephen (2006a), have used this model mostly to study electromagnetic, piezoelectric and 

electrostatic generators. 

Since the early studies on energy harvesting from vibration, most researchers have 

conducted their analysis based on harmonic base excitation for an unlimited time, i.e., steady-
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state vibration, (AMIRTHARAJAH; CHANDRAKASAN, 1998; ROUNDY, 2005; SAHA et 

al., 2008; WILLIAMS; YATES, 1996). However, depending on the vibrating source, the 

transient responses could be more dominant than the steady-state response. Gatti et al. (2016) 

presented an approximate equation for an energy harvester considering both the transient and 

steady-state condition. They showed that the transient response has a detrimental effect on the 

harvester performance and to disregard its effects leads to a wrong interpretation of the 

performance of the device. 

This section presents a discussion on the operating conditions in which it will be 

possible to dissipate the maximum amount of electric energy for an initial transient plus steady 

state response. Different to that investigated by Gatti et al. (2016) and Brennan et al. (2017a), 

the transduction mechanism is considered here and the amount of energy dissipated by the 

electrical load is investigated. 

 

3.4.1 Existing model 

 

An example of a linear electromagnetic energy harvesting transducer is shown in Fig. 

14. It is usual to represent the electrical circuit with a coil which has internal resistance, oR , 

and inductance, oL . In this investigation, however, the coil internal inductance is neglected as 

its impedance is low (7 Ohm) compared to the coil internal resistance (369 Ohm). 

The governing equation for the transducer shown in Fig. 14 is given by (STEPHEN, 

2006a) 

 

 ( ) ( ) ( ) ( ) ( )r m r r bmx t c x t k x t T i t mx t+ + + = −  (34a) 

 ( ) ( )
( )

( )r o o

di t
v t T x t L R i t

dt
= − + +  (34b) 

 

where m is the seismic mass, cm is the mechanical viscous damping, k is the transducer stiffness, 

T Bl= is the electromechanical constant2, in which B is the magnetic flux density and l is the 

coil effective length; v is the voltage across the transducer terminals, i is the resulting current, 

( ) ( ) ( )r m bx t x t x t= −  is the relative displacement of the suspended mass, t is time and the 

overdots denotes time derivation. 

 
2 More detail about the magnetic flux density and the coil characteristic length can be find in (DAL BO; 

GARDONIO, 2018) 
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Figure 14. Example of an electromagnetic energy harvesting transducer. 

 
Source: author. 

  

When a load resistance is attached to the transducer terminals, the voltage across the 

load resistance is given by 

 

 ( ) ( ) ( )l lv t v t R i t= − = . (35) 

 

Assuming 0oL =  and substituting Eq. (35) into Eq. (34b) to give 

 

 ( ) ( )r

l o

T
i t x t

R R
=

+
 (36) 

 

and substituting Eq. (36) into Eq. (34a), with some manipulation, gives the general equation for 

the electromagnetic transducer motion, which is 

 

 ( ) ( ) ( ) ( )r eq r r bmx t c x t k x t mx t+ + = − , (37) 

 

where 
eq m ec c c= +  is the equivalent damping and 2 ( )e l oc T R R= +  is the analogue equivalent 

electrical damping. Moreover, normalizing the electrical damping by the critical mechanical 

damping, 2
mc nc m= , gives 

 

 
2

2 ( )
m

e
e

c n l o

c T

c m R R



= =

+
 (38) 

 

and the equivalent electrical damping ratio can be rewritten as 

 

 o

o

R R

e

R R

 


 
=

+
, (39) 

xm(t) RlT
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m
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which is the analogous damping ratio of the load resistance, which is referred to as the load 

resistance damping ratio, 

 

 
2

2
R

n l

T

m R



= , (40) 

 

in series with the analogous damping ratio of the internal coil resistance, which is referred to as 

the internal coil resistance damping ratio, 

 

 
2

2oR

n o

T

m R



= . (41) 

 

The equivalent damping ratio in the electromagnetic transducer is then 
eq m e  = + . 

Consider, now, that the vibrating source excites the base of the device with a periodic 

harmonic excitation ( ) ( )sinb bx t X t=  and assuming zero initial conditions, the full solution of 

the differential equation of motion, Eq. (37), is given by (RAO, 2010) 

 

 ( ) ( ) ( )
2

2 2
sin sin

2

eq ntb
r d

n eq n d

X
x t t e t

j

  
   

    

− 
= + − + 

− +  
, (42) 

 

where 

 

2 2

2
atan

eq n

n

 


 

 
= −  

− 
, 

2 2

2 2 2 2

2 1
atan

2

n eq eq

n n eq

  


   

 −
 = −
 − −
 

, 
21d n eq  = −  and 1j = − . 

 

For the case when the damping is light, 1eq , and the source is exciting the device undamped 

natural frequency, n = , the relative displacement in Eq. (42) can be written as 

 

 ( ) ( ) ( )1 sin
2

eq ntb
r n

eq

X
x t e t

 




−
 − . (43) 

 

The solution of the electromagnetic transducer equation of motion, Eq. (37) for a non-

dimensional time nt =  is given by 
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 ( )
( )

( ) ( )
2

2

2 2
2 2 2

cos cos 1
11 4

eq

b
r eq

eq
eq

X e
x

 

     


− 


 =  − − − −
 −−  +   

, (44) 

 

where 

 

2

2
atan

1

eq


 
= −  

−  
 and 

2

2 2

2 1
atan

1 2

eq eq

eq

 




 −
 = −
 −  −
 

. 

 

For light damping, when 2

eq 1  and 1 = , Eq. (44) simplifies to 

 

 ( ) ( ) ( )1 sin
2

eqb
r

eq

X
x e

 
 



−
= − . (45) 

 

An example of the electromagnetic transducer when subject to time-limited harmonic 

excitation is shown in Fig. 15. The behaviour of the electromagnetic transducer can be split into 

three phases. During the period when the device is excited, the transient phenomenon is 

observed, which may be followed by the steady-state response and, then, the free vibration 

when the excitation ceases.  

 

Figure 15. Energy harvester subject to time-limited harmonic excitation. 

 
Source: adapted from GATTI et al. (2016). 
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3.4.2 Energy dissipated by the load resistance 

 

When subject to an excitation source, a mechanical system dissipates energy through 

mechanical damping. In an electromechanical system operating at its resonance frequency, part 

of the energy introduced by the excitation source is dissipated by the mechanical damping (cm) 

and the other part by the equivalent electrical damping (ce). However, only the energy dissipated 

by the electrical load is useful as a source of electric energy. The expression for the electrical 

energy is given by (STEPHEN, 2006a) 

 

 ( ) ( ) ( )
e

o

t

elec
t

E t v t i t dt=  . (46) 

 

Considering the electromagnetic energy harvester in Fig. 14 and substituting Eqs. (35) 

and (36) into Eq. (46), the energy dissipated by the electrical resistance during the excitation 

period is given by 

 ( )
( )

( )
2

2

2

e

o

rn l
elec

l o

xR T
E n d

R R










 
=  

+  
 . (47) 

 

Substituting the derived form of Eq. (45), into Eq. (47) and integrating the expression for a non-

dimensional time 0o =  to 2e n =  , where n is the number of cycles at a time et , results in 

the energy dissipated by the electrical resistance normalized by the kinect energy of the 

suspended mass 

 

 ( )
( ) 4 22

2 2 31
2

3 4ˆ
4

eq eqn n

elec e
elec

b R eq eq

E n n e e
E n

mX

   
 

  

− −    + − 
= = −     

      

. (48) 

 

Note that Eq. (48) is function of three damping ratios: the equivalent electrical damping 

ratio, e , the load resistance damping ratio, R , and the equivalent transducer damping ratio 

eq . To understand the physical significance of Eq. (48), the various terms of the equation are  

evaluated individually. 
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3.4.2.1 Time-limited periodic excitation: steady-state condition 

 

Examining the time-history of the suspended mass in Fig. 15, it can be noted that it takes 

time st  for the oscillating mass to achieve steady-state. If the transducer stays for n cycles in 

the steady-state, the normalized energy dissipated by the electrical resistance is 

 

 
2

2
ˆ e

elec

R eq

n
E

 

 
= , (49) 

 

which is the term in the round brackets of Eq. (48). Also, it is noted that if 
eqn  →  , the term 

inside the square brackets tends to zero, which is means that almost all the energy dissipated is 

due to the steady-state response. This condition may occur when the steady-state excitation is 

considered so that n is infinitely large, or the equivalent damping ratio, 
eq , is large. Moreover, 

note that Eq. (49) is still a function of the three transducer damping ratios and a closed-form 

expression cannot be determined. Thus, Eq. (49) is better investigated in its expanded form 

 

 

( ) ( )

2

2 2
ˆ o

R Ro

o R Ro

R R

elec

R R m

n
E

 

 

  

  
+

 
 

=  
+ +  

. (50) 

 

Equation (50) is plotted in Fig. 16 as a function of R . It is easily seen that for a given 

m  and 
oR  there is an optimum solution for R  in which the transducer dissipates its maximum 

electrical energy. Determination of an expression for the optimum solution for Eq. (50) it is not 

possible. However, from the graph, it can be noted that there are two asymptotes for 1R  and 

1R , which means that for a given resistance the system is in, respectively, closed and open 

circuit condition. 
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Figure 16. Normalized electrical energy dissipated by the load resistance as a function of R  

for 1eqn   ( 0.2m = , 0.008
oR =  and n = 56). Red dashed line,

 
, is the asymptote given 

by ˆ R Ro

m

n

elecE
  


 ; black dotted line,

 
, is the asymptote given by 

( )

2

2
ˆ Ro

R m Ro

n

elecE
 

  +
 ; and the 

vertical magenta dash-dotted line,
 

, is the for ,opt

m Ro

m Ro
R

 

 


+
= . 

 
Source: author. 

 

When 1R , Eq. (50) becomes 

 

 

( )

2

2
ˆ o

o

R

elec

R m R

n
E

 

  
=

+
, (51) 

 

and when 1R , Eq. (50) becomes, 

 

 
2

ˆ R
elec

m

n
E

 


= . (52) 

 

and an approximate expression for the optimum solution of Eq. (50) can be determined by 

setting the two asymptotes to be equal, which is when 

 

 
,opt

o

o

m R

R

m R

 


 
=

+
 (53) 

 

or, writing in terms of the load resistance, the optimum condition is when  

 

 
2

,optl o

m

T
R R

c
= + . (54) 
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This is the electrical domain analogous matching in accordance with Stephen (2006a), the 

impedance matching condition to transfer the maximum energy to the load resistance 

(STEPHEN, 2006b). Substituting the optimum electrical resistance damping ratio into Eq. (50) 

gives 

 

 
( )

,max
ˆ

4

o

o

R

elec

m m R

n
E

 

  
=

+
 (55) 

 

Additionally, in the ideal case, if the electromagnetic transducer has no internal coil resistance 

( 0oR = ), 
oR →   and then, the optimum electrical resistance damping ratio is simply 

 

 
,optR m = , (56) 

 

or, writing in terms of the load resistance, the optimum condition is when 

 

 
2

, optl

m

T
R

c
= , (57) 

 

which is the domain matching, where the mechanical damping is equal to the analogous 

electrical damping ( m ec c= ) in accordance with Stephen (2006a). The maximum electrical 

energy dissipated is then 

 

 ,max
ˆ

4
elec

m

n
E




=  (58) 

 

If the mechanical damping is much greater compared to the internal coil resistance damping 

ratio, 
oR m  , the load resistance damping ratio which is 

 

 
,opt oR R = , (59) 

 

is not the largest source of energy dissipation. However, it is the optimum condition possible. 

The maximum normalized energy dissipated by the load resistance is then  
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,max 2

ˆ
4

oR

elec

m

n
E

 


= . (60) 

 

3.4.2.2 Time-limited periodic excitation: transient plus steady-state response 

 

Examining Fig. 15, it can be seen that if both n or 
eq  are not sufficiently large, then 

the transient response will be relatively long compared to the steady-state response and the 

transient effects cannot be disregarded. The condition for 1eq  occurs is when m  and e  

are much lower than 1. This implies that the terms inside the square brackets of the normalized 

energy dissipated by the load resistance, which is repeated here for convenience,  

 

 ( )
( ) 4 22

2 2 31
2

, 3 4ˆ ,
4

eq eqn n

R e
elec R

b R eq eq

E n n e e
E n

mX

     


  

− −    + − 
= = −     

      

, (61) 

 

has a significant contribution to the energy dissipated. To demonstrate the effects of the 

damping ratios on the energy dissipated by the load resistance, a numerical investigation is 

performed. Equation (61) is calculated for 56n =  and ranges of the mechanical damping ratio 

( m ) from 0.0001 to 0.01, of the internal coil resistance damping ratio (
oR ) from 0.01 to 1 and 

of the load resistance damping ratio ( R ) from 0.0001 to 0.05. The maximum normalized 

energy dissipated by the optimum load resistance damping ratio and its respective optimum 

load resistance damping ratio are plotted in Fig. 17.  

 

 

Figure 17. (a) Maximum normalized energy dissipated by the optimum load resistance damping 

ratio; and (b) The corresponding optimum load resistance damping ratio as a function of the 

internal coil resistance and the mechanical damping ratios for 56n =  cycles. 

 
Source: author. 
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From Fig. 17 it can be seen that both, maximum energy dissipated and the optimum load 

resistance damping ratio, are influenced by the device damping ratios. Moreover, observe in  

Fig. 17(a) that the maximum energy occurs when 1m  , i.e., when the device has no 

mechanical damping. In addition, from the 
oR  point of view, for a given value of m , the 

maximum energy dissipated appears to be constant for some values of 
oR , at which may 

indicate that the device is no longer affected by internal coil resistance. This behaviour is further 

investigated below. 

Note that it is not possible to determine a closed-form expression to the maximum 

energy dissipated. However, considering some assumptions for R , an approximate expression 

to the optimum load resistance damping ratio can be determined and then used to evaluate the 

energy dissipated. When 1R , the equivalent electrical damping ratio is e R =  and Eq. (61) 

becomes 
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= − 

 
. (62) 

 

When 1R , the equivalent electrical damping is 
oe R =  and Eq. (61) becomes 
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. (63) 

 

Setting Eqs. (62) and (63) to be equal, the matching condition, i.e., the optimum load resistance 

damping ratio, to maximize the dissipated energy by the electrical load is when 
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Although Eq. (64) is not an elegant expression, it is helpful to understand the device 

behaviour. First, note that if 1eqn  , due to 1mn   and 1
oRn  , the square roots in Eq. 

(64) are unity and then, the optimum load resistance damping ratio is simply given by 
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+
, (65) 

 

which is similar to Eq. (53), the solution considering only the steady-state response. Now, when 

0m → , in which the transient response is relevant, then Eq. (64)  reduces to 
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Equation (66) indicates that the optimum load resistance damping ratio is no longer 

dependent on the mechanical damping and the electromagnetic transducer is controlled by the 

internal coil and load resistances. Combining Eq. (61) with Eq. (66), gives the normalized 

energy dissipated by the optimum load resistance damping ratio, which is 
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 (67) 

 

where ( ),opt ,opt ,opto oe R R R R    = +  is the optimum equivalent electrical damping ratio. 

Equations  (66) and (67) are plotted in Fig. 18. 

 

Figure 18. (a) Maximum normalized energy dissipated by the optimum load resistance damping 

ratio as a function of the internal resistance damping ratio. (b) The corresponding optimum load 

resistance damping ratio as a function of the internal resistance damping ratio for 1m  and 

56n =  cycles. Red dashed line, , is the asymptote for 1
oR ; and black dotted line,  , 

is the asymptote for 1
oR . 

 
Source: author. 
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From Fig. 18, it can be seen that the shape of the maximum normalized energy dissipated 

has similar behaviour to its corresponding optimum load resistance damping ratio. Both, ˆelecE  

and 
, optR  are small for 1

oR  and increases with the increase in 
oR  up to a constant value. 

Also, note that there are two asymptotes for 1
oR  and for 1

oR , which, for a given level of 

internal coil resistance damping ratio, corresponding to a device with a large and small internal 

impedance. When 1
oR , Eq. (66) gives 

 

 
,opt oR R  , (68) 

 

and the optimum load resistance is given by 

 

 
,optl oR R . (69) 

  

Substituting Eqs (68) into (61), gives the maximum normalized energy dissipated by the load 

resistance for 1
oR  which is 
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
 = . (70) 

 

Equations (70) and (68) are also plotted in Fig. 18(a) and (b), respectively. Note that these 

equations are the asymptotes for 1
oR . Moreover, Eq. (68) is similar to Eq. (59), when only 

the steady-state is considered, which means that if 
oR m  , there is a unique optimum load 

resistance, independently if the transient response is relevant for the total energy dissipated or 

not. When 1
oR , Eq. (66) becomes 
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and Eq. (61), with some manipulation, becomes  
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Equation (71) is the optimum load resistance damping ratio, the damping match 

condition to maximize the normalized energy dissipated by the load resistance, Eq. (72). Note 

that for the ideal electromagnetic energy harvester, i.e., in the absence of mechanical damping 

and internal coil resistance, the optimum load resistance damping ratio is simply a function of 

the number of oscillation cycles, n. Moreover, this optimum damping is similar to the one 

obtained by (GATTI et al., 2016), in which they carried out a fundamental investigation into 

determining the optimum damping for a device to harvest energy disregarding the device 

electrical components. Additionally, Gatti et al. (2016) observed that a simple rule to determine 

the optimum damping is then given by 

 

 
,opt

1
R

n



 . (73) 

 

Furthermore, substituting Eq. (73) into (72), the maximum normalized energy dissipated by the 

load resistance for n oscillation cycles when 1m  and 1
oR , is found to be 
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Equations (74) and (73) are plotted in Fig. 18(a) and (b), respectively. Observe that they 

are the asymptotes for 1
oR  and they are constants, which correspond to the maximum energy 

dissipated and the optimum load resistance damping ratio which the electromagnetic energy 

harvester can potentially scavenge assuming the ideal conditions, 0m =  and 0oR = . 

Moreover, combining Eqs. (68) and (71) gives   

 

 
3

2oR
n




= . (75) 

 

It can be seen in Fig. 18(b) that Eq. (75) is the condition in which both asymptotes lines are the 

same. This is not an optimum condition for 
oR . However, for 3

2oR n
  , the optimum load 

resistance and the maximum normalized energy dissipated are less sensitive to variations in the 

level of the internal coil resistance damping ratio. Moreover, when 0.1
oR  , the curve of the 

energy dissipated approximately achieves its maximum. This is due to 
oR R  , as can be seen 

in Fig. 18(b) where ( ) ,opt0.1 20
oR R  , and the equivalent electrical damping ratio, e , is 
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controlled by the load resistance. Also, if 0.1
oR  , the electromagnetic energy harvester can 

be approximate to the condition in which 
oR →  , i.e., the ideal condition in which the internal 

coil resistance 0oR = . Notwithstanding this assumption is only valid for 1eqn  . When 

1eqn  , based on Eq. (53), the electromagnetic energy harvester can be approximate to an 

ideal device when 
oR m  . 

 

3.4.3 The energy dissipated by the internal coil resistance 

 

If the electromagnetic energy harvester is not assumed to be ideal, part of the energy 

delivered to the electrical side is dissipated by the internal coil resistance, which in one 

oscillation cycle is given by 
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Substituting Eq. (45) into Eq. (76),  gives the energy dissipated by the internal coil resistance 

normalized by the kinetic energy of the base vibration, which is 
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. (77) 

 

3.4.4 The dissipated mechanical energy 

 

As seen previously, if the ideal case is not taken into consideration, i.e. 0m  , part of 

the energy introduced by the vibrating source is also dissipated by the mechanical damping, 

which in one oscillation cycle is given by 
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Substituting Eq. (45) into Eq. (78), gives the expression for the energy dissipated by the 

mechanical damping normalized by the kinetic energy of the base vibration which is 
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3.4.5 The total energy available 

 

The total normalized energy available on the electromagnetic energy harvester of Fig. 

14, when it is operating at the resonance frequency, comprises the sum of the normalized 

energies dissipated by the mechanical damping, the load resistance and the internal coil 

resistance, 

 

 ˆ ˆ ˆ ˆ
ava elec coil mecE E E E= + + . (80) 

 

Substituting the normalized energies given in Eqs. (48), (77) and (79) into Eq. (80) to give the 

normalized total energy available on the electromagnetic energy harvester, at which with some 

manipulation is given by 
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Examples of the energy dissipated by the damping elements normalized by the 

maximum energy available for different electromagnetic transducers operational condition are 

shown in Fig. 19. 

It can be seen in Fig. 19 that the energy dissipated by the load resistance is strongly 

affected by the damping ratios of the transducer elements. For this particular transducer 

parameters, by the mechanical damping ratio. Note that the energy available curve is the 

envelope for the energies dissipated by the transducer elements and as observed by (Gatti et al. 

2016), the maximum energy available occurs when 1eqn   . Moreover, note that due to the 

detrimental effect of the mechanical damping, the load resistance can harvest the maximum 

energy available by the vibrating source only when 0m = . This is shown in Fig. 19(a) where 

the energy dissipated by the load resistance curve approximately overlays the energy available 

curve. This occurs because 
eq m e  = +  and the mechanical damping is the minimum condition 

for the equivalent damping ratio.  
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Figure 19. Energy dissipated by each transducer element normalized by the maximum energy 

available considering 56n =  cycles, 0.74
oR =  and: (a) 0m = ; (b) 1

8m n
 = ; (c) 1

m n
 = ; and 

(d) 0.01m = . The black dash-dot line, , is the total energy available, the blue solid line, 

, is the energy dissipated by the load resistance; the red dashed line, , is the energy 

dissipated by the internal coil resistance; the green dotted line, , is the energy dissipated by 

the mechanical damping. 

 

Source: author. 

 

When 0m  , as shown in Fig. 19(b)-(d), the mechanical damping has a detrimental 

effect to shift, the maximum energy dissipated by the load resistance, out of the condition at 

which the maximum energy is available, so that 
,opt 1eqn    and less energy is dissipated by 

the load resistance. In particular, Fig. 19(b) and (c) shows an optimum condition at which both 

transient and steady-state contributes to the total energy dissipated. Additionally, note in Fig. 

19(d) that when 0.01m = , the transducer performance decreases significantly and the 

maximum energy dissipated by the load resistance is approximately the same energy dissipated 

by the mechanical damping. At this condition, due to a relatively high equivalent damping ratio 

caused by the strong effect of mechanical damping together with the load resistance damping 

ratio, the transducer response is due to the steady-states response.  

 

3.5 CONCLUSIONS 

 

In this chapter, a two-port network model has been used to characterize the linear SDOF 

mass-spring-damper electromagnetic and piezoelectric energy harvesters. The investigation has 
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revealed that when a load resistance is attached to the transducer terminals, the electrical effects 

introduce an analogous electrical damping which is responsible for harvesting the electrical 

energy. Moreover, from a simple comparison, it was shown that at low frequency the 

electromagnetic transducer has a better performance than the piezoelectric transducer. 

In practice, in many cases the vibrating source acts for a limited time, implying that both 

transient and steady state response should be considered. In this study, an approximate 

analytical model for the energy dissipated by the load resistance attached to an electromagnetic 

transducer due to time-limited harmonic excitation has been investigated and strategies have 

been proposed to determine the optimal load resistance damping ratio. It was found that the 

maximum energy dissipated occurs when 1eq , where the oscillation of the suspended mass 

does not achieve the steady-state. Also, it has been found that the energy is maximized when 

the device damping are 1m  and 1
oR , for a matching condition in which 1

,optR n
  . When 

1eqn  , the oscillation of the suspended mass is due to the steady-state vibration and the 

matching condition is ,opt

m Ro

m Ro
R

 

 


+
= , which its optimum load resistance is 

2

,opt m

T
l oc

R R= + . 

Moreover, it was found that if 1m , the energy dissipated by the load resistance is 

less sensitive to the variation of the internal coil resistance damping ratio for 3

2oR n
   and for 

0.1
oR   the internal coil resistance can be neglected and the energy harvester may be 

approximate to an ideal case. Comparing the energies dissipated by the damping elements, it 

was found that the load resistance dissipates almost all the energy introduced by the vibrating 

source when 1m  and 1
oR . 

The study reveals that for the energy harvesting application from a railway track, in 

which the low frequency vibrations induced due to a passing trains are scavenged, the 

electromagnetic transducer with a small mechanical damping and a high internal coil resistance 

damping would be preferable to maximize the device efficiency. 
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4 THE RAILWAY TRACK VIBRATION EMULATED IN A 

LABORATORY BASED SYSTEM 

 

4.1 INTRODUCTION 

 

There are several constraints to perform measurements or experiments in a railway 

environment. The life-risk, the risk to damage the railway line, the difficulty to receive access 

authorization and the fact that Brazil does not have high-speed trains, are some of the 

constraints.  However, research related to high-speed trains and railways which attempt to 

improve or develop a device to be incorporated into this environment should be tested on-site 

or, at least, in an environment which simulate the same desirable conditions.  

To overcome those difficulties, researchers have created small-scale railway lines in the 

laboratory. However, they require a large space to accommodate the equipment. For some 

applications, which require only part of the railway line physical behaviour (e.g. the railway 

vibration), this laboratory-based system may exceed the requirements. An alternative way to 

emulate part of the physical behaviour of the railway environment in the laboratory is to use an 

electrodynamic shaker to replicate the desirable time waveform. 

Time waveform replication has been used previously to emulate desired physical 

behaviour in the laboratory. The procedure comprises of design a compensator controller, which 

acts as a filter, to remove, partially (YAO et al., 2019) or totally (SHEN et al., 2016), the effects 

of the system dynamics so that the system output signal has the desired behaviour. 

The use of the compensator filter for time waveform replication has been extensively 

applied in electrohydraulic shaking tables. Shen et al. (2011) proposed an adaptative controller 

to extend the frequency bandwidth of the electrohydraulic shaking table and improve the 

accuracy of time waveform replication. Shen et al. (2018) proposed an inverse model controller 

to replicate the acceleration waveform on six-degree-freedom redundant electrohydraulic 

shaking tables. Yao et al. (2019) investigated the suppression of the electrohydraulic shaking 

table resonance using a compensator based on an adaptative Notch filter. Compensator filters 

have been used in other applications. Ahmadizadeh et al. (2008) and Chen and Ricles (2009) 

designed a compensator filter based on an equivalent discrete transfer function to remove, in 

real-time, the delay and the dynamics of the test rig. Cornelis et al. (2014) investigated two 

updates approaches to increase the time waveform accuracy in test rigs. One approach updates 

the excitation signal, while the second approach updates the compensator filter model. 
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Recently, Iwanaga et al. (2019) investigated the leakage noise in water pipeline 

waveform replication in two electrodynamic shakers at the same time. They proposed a 

compensator filter design which removes the dynamics of the systems and the latency between 

the two shakers outputs. Yi et al. (2019) proposed a hybrid compensator filter based on a Finite-

Impulse-Response model to compensate the ill-conditioned dynamic hysteresis on an 

electrodynamic shaker operating at a frequency below 5 Hz. 

In this chapter, the design of a robust compensator filter to remove the dynamic of the 

system is described. A laboratory-based system, comprising a sound card, a power amplifier 

and an electromagnetic shaker, is used to emulate the sleeper vertical vibrations induced due 

the passage of a high-speed train. An experiment to emulate sleeper vertical vibration is 

performed for three cases: for a train passing at a speed of 200 km/s and at a speed of 100 km/h, 

using the compensator filter, and a train passing with a speed of 200 km/h without use the 

compensator filter. The time waveforms replicated are evaluated in the time and frequency 

domains. 

 

4.2 TIME WAVEFORM REPLICATION: COMPENSATOR FILTER 

 

To achieve the desirable waveform of the system response, the compensator filter is 

designed to remove totally or part of the system dynamics. It is desirable that the measured 

system response is equal to the desired waveform, i.e. ( ) ( )out t in tx n x n= . An example of the 

proposed compensator filter scheme is shown in Fig. 20. 

 

Figure 20. Scheme of the proposed compensator filter. 

 
Source: author. 

 

The waveform replication can be achieved by passing the desired waveform signal 

through the compensator filter and then the compensated input signal excites the system, 

resulting in the replication of the desired waveform. The process of the waveform replication 

is divided into three steps: identification of the system dynamics, design of the compensator 

filter, design of the replicated waveform. 

( )th n( )c th n
( )out tx n( )in tx n ( )ic tx n

Compensator filter System
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4.2.1 The identification of the system dynamics 

 

The dynamic identification of a linear time-invariant system is simply identifying the 

relationship between the system input and the output. An example of a single input and single 

output system is shown in Fig. 21. 

 

Figure 21. Example of a linear diagram of a single input and a single output signal. 

 
Source: author. 

 

The system in Fig. 21 is represented as a black box. The system can be a single or a 

group of devices, i.e., the system is unknown. Note that the system input and output 

measurement may be noise-contaminated. Moreover, it is important to note that the system 

which is been identified is not the actual physical system but one that includes the individual 

frequency responses of sensors and filters, the effects of quantization noise, measurement of 

external noise and the experiment (SHIN; HAMMOND, 2008). 

The system dynamics, if the measurement noise is ignored and both input and output 

signals are deterministic, in the discrete frequency domain is given by 
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are the discrete Fourier transforms of the input and output signals, respectively. 

However, the system input and output signals may be non-deterministic signals and 

noise-contaminated. In order to identify the system dynamics, the measured signals must be 

treated statistically. One way of doing this is to use a non-parametric estimator, such as Welch’s 

periodogram estimator. 

 

4.2.1.1 Direct method: Welch’s periodogram estimator 

 

There are different statistical estimation methods for random signals based on a single 

realization to estimate the power spectral density function (PSD). The most widely used is the 

non-parametric Welch’s periodogram estimator. To reduce the random error, this method 

estimates the power spectral density by segmenting the signal in slices and then calculates their 

average. An example of the procedure is shown in Fig. 22. 

 

Figure 22. Example of the segment averaging method procedure without overlapping.  

 
Source: author. 

 

The data of the time-history shown in Fig. 22, in which the time length is 
s

N
F

T = , where 

the frequency sample is Fs and N is the number of points, is segmented into q separate time 

slices of rN  points, each of time length r

s

N

r F
T = . By definition, the periodogram for each 

segment is given by (SHIN; HAMMOND, 2008) 
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computed for a finite number of frequency points where 
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is the autocorrelation and   is the sample lag. Substituting Eq. (86) into Eq. (85) and with 

some manipulation, the periodogram can be rewritten as 
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Note that the periodogram can be simply estimated by calculating the discrete Fourier transform 

of each segment of ( )tx n , which can be easily computed using the FFT algorithm. This is the 

reason why this non-parametric method widely used to estimate the PSD. 

By averaging the periodogram, Eq. (87), the variability is reduced, thus the power 

spectral density is expressed as 
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and the variance reduction can be estimated by (SHIN; HAMMOND, 2008) 
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where ( )2

xxS g  is the PSD without noise contribution. Equation (89) can be expressed in terms 

of the data window bandwidth resolution s s

r
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r N N
B q= =  as 

 

 
( )( )

( )2

Var
in in

in in

x x s

x x r

S g F

S g B N
= . (90) 

 

Note from Eq. (89) that the variance can be reduced if the data is segmented in a large number 

of sequences. However, this implies that the resolution bandwidth becomes narrow since 

rN N and the content of some frequencies may not be estimated. Therefore, the number of 

averages must be chosen carefully. 
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4.2.1.2 Direct method: The modified Welch’s periodogram (overlapped averaging) estimator 

 

In the estimation of the PSD using the Welch’s periodogram, data segmentation is 

achieved by multiplying the data of the time-history by a rectangular window with Nr points 

(window time length of Tr). This windowed waveform introduces leakage which may 

compromise the estimation of the content in some frequencies. To minimize the bias error due 

to data truncation, different types of window waveforms have been proposed. Figure 23 shows 

an example of the rectangular and the Hanning windows in time and frequency domain. 

 

Figure 23. Example of rectangular (blue solid line) and Hanning (red dashed line) window 

effect in: (a) time; and (b) frequency domains. 

 
Source: author. 

 

Figure 23(a) shows a comparison between a rectangular and hanning window. It can be 

seen that different from the rectangular window, the Hanning window smoothly reduces the 

amplitude of the segment data in its edge and introduces periodicity between segments. 

However, this reduction in amplitude implies that the energy of the segment is also reduced 

which need to be compensated when the periodogram is estimated.  

Figure 23(b) shows that the windowing effect introduces distortions to the Fourier 

transform. The main lobe broadens the data frequency while the side lobes “leaks” and distort 

the adjacent frequencies. Also in Fig. 23(b), note that the Hanning window main lobe is broader 

than the rectangular window, which the first zero occurs at 1 wT  and 1 2 wT  for rectangular and 

hanning window, respectively. However, the amplitude of their side lobes is lower than the 

rectangular window. Thus, if two or more frequencies are closely spaced, they will not be easily 
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observed mainly due to the main lobe distortion and then, the window time must be increased. 

Figure 24 shows an example of the effect of increasing the window time. 

Figure 24. Spectrum comparison of rectangular (blue line) and hanning (red line) windows for 

two window periods: Tw (thick solid line); and 2Tw (dashed line). 

 

Source: author. 

 

It is clear from Fig. 24 that the main lobe is narrowed if the window time is increased. 

Moreover, it is important to note that while the increase in the time window has no effect on 

the amplitude of the side lobes of the rectangular window, for the Hanning window it has an 

important effect on the reduction of leakage. Thus, to reduce the bias error, the window 

spectrum should have a very narrow main lobe, i.e. a long time window, so that wT →  . 

However, this implies that the data time-history is sliced into a small number of sequences (a 

small number of averaging) and results in a large random error. This shows that the number of 

points and the frequency sample must be carefully chosen to reduce both, bias and random 

errors. 

Then, the modified Welch’s overlapped averaging estimator can be expressed as (SHIN; 

HAMMOND, 2008) 
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where ( ),win i tw n  and ( ),win iW g  are the i-th window in discrete time and discrete frequency, 

respectively, and 
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is the window normalized constant. The cross-spectral density can be estimated by the same 

modified periodogram of Welch overlapped averaging and it is expressed as 

 ( ) ( )
( ) ( ) ( )*

, , ,
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1 1

1 1ˆ
in out in out

q q
win i in i out i

x x x x i

i ir s i
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q qN F U= =
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4.2.1.3 The estimator H: the system identification for non-deterministic input and output signal 

 

There are three estimators H where each of them is related to where the measured noise 

is located. Considering the modified Welch’s overlapped averaging estimator, described in 

previous sections, if the measured noise is only in the output signal, the estimator H is defined 

as 
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which is the ratio between cross and the input power spectral density. For the case which the 

measured noise is only in the input signal, the estimator H is defined as 
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which is the ratio between the output power spectral density and the cross power spectral 

density. For the case which the noise is measured in both input and output signals, the estimator 

is defined as 
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Thus, calculating the discrete inverse Fourier transform, the impulse response function is 

expressed as 
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4.2.1.4 Coherence: the degree of correlation between signals 

 

In the signal processing procedure to identify the system dynamics, it is important to 

verify how the output signal is correlated with the input signal. The coherence estimator uses 

the modified Welch’s overlapped averaging estimator and it measures the degree of linearity 

between the input and output signals at each discrete frequency k. In other words, it measures 

how good the system was identified. Thus, the coherence function is defined as 
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where ( )20 1
in outx x g  , which ( )2 1

in outx x g =  indicates that the ( )in tx n  is totally correlated with 

( )out tx n . 

 

4.2.1.5 The identification of the system dynamics: example 

 

An example of the identification of the system dynamics is presented here using the 

Matlab tfestimate function, which is a function based on the non-parametric modified Welch’s 

periodogram estimator. 

The system consists of an analogue power amplifier connected to an electrodynamic 

shaker. A random signal, generated in a computer, with the duration time of 60 s and frequency 

sample of 1000 Hz was used to excite the system and the shaker velocity output was measured 

using a vibrometer and recorded by a LMS Scadas XS. Using a Hanning window, 50% of 

overlap and two different number of averages – 5 and 40 – the estimated FRFs are shown in 

Fig. 25 and their corresponding IRF are shown in Fig. 26.  

From Fig. 25 it can be seen that when there are three averages the FRF provides good 

estimation. However, note in Fig. 25(b) that for frequencies below 10 Hz, due to the increase 

in the bias error, there is a deterioration in the coherence as the number of averages is increased. 

On the other hand, the random error is reduced, where for frequencies higher than 10 Hz the 

coherence is closer to 1 and smother. This variance reduction is almost not visible in the 

magnitude of the FRF in Fig. 25(a). This is better viewed in the IRF in Fig. 26,  from which it 
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is clear that increasing the number of averaging has a considerable improvement to reduce the 

variance of the estimator. 

Figure 25. Example of the system dynamic identification considering 50% of overlap and q = 

40 averages (black dashed line, ) and 5q =  averages (blue solid line, ): a) estimator H; 

and b) coherence. 

 
Source: author. 

 

Figure 26. Example of the IRF, ( )h n , for two number of averages: 40q =  (black dashed line, 

); and 5q =  (blue solid line, ). 

 
Source: author. 

 

4.2.2 Design of the compensator filter 

 

A robust filter, which removes the effects of the system, is one that has exactly the 

inverse dynamics of the system whose the filter will be applied, so that the product between the 

compensator filter and the system IRF is ( ) ( ) ( )c t t th n h n n = , where ( )tn  is the Dirac delta 

function. However, ( ) ( )1

c t th n h n−  and the compensator filter is better designed in the 

frequency domain which the filter transfer function is simply the inverse of the system FRF, 

( ) ( )1H g H g−= .  
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Bias and random errors cannot be avoided in the system FRF estimation using the non-

parametric estimator; however, they must be minimized to design the filter transfer function. 

This minimization is obtained by performing a pre-processing to guarantee the system stability 

when the compensator filter transfer function is designed and a post-processing to maximize 

the filter performance. The compensator filter design has 3 main steps: the pre-processing; the 

filter design (the frequency response function design); and the post-processing. Each of these 

steps are discussed in the following subsections. 

 

4.2.2.1 Preprocessing 

 

Errors may be carried from the non-parametric estimation and pre-processing of the 

IRF, h(n), is performed to minimize them before the compensator filter transfer function is 

designed. For applications where low frequency is important (e.g. 1 Hz), bias and random errors 

become more sensitive. To minimize both errors, a data measurement with long duration time 

and large sample size are required. On the other hand, this implies a high computational cost. 

To remove some non-causality introduced by the inverse Fourier transform, h(nt) is 

truncated at the first tN  samples, where 
2

rN

tN =  and is integer. Despite this being an arbitrary 

number, the sample size of the truncated IRF has a profound influence on the filter efficacy, 

even more so for low frequency compensation (< 10 Hz), which requires a large sample size. 

This is further discussed later. Moreover, the truncated IRF is circle-shifted in 
2

tN
 samples, this 

is the same as introducing a time delay of 
2

t

s

N

d F
t =  and, then applying a Hanning window to 

minimize the variance, forcing the data extremities to zero. Thus, the pre-processed IRF is 
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is the truncated circle-shifted IRF. An example of this pre-processing is shown in Fig. 27, where 

it can be noted that the IRF is circle-shifted to guarantee that the window will not truncate the 

section which contains the system dynamics. 

 

Figure 27. Example of the pre-processing of the system impulse response function: a) before 

pre-processing, ( )th n ; and b) after the pre-processing, ( )ˆ
th n . The blue solid line ( ) is the 

impulse response function; and the red dashed line ( ) is the applied window. 

 
Source: author. 

 

4.2.2.2 The compensator filter transfer function design 

 

The compensator filter should compensate for the system dynamics and it is better to 

design it in the frequency domain. So, first, the pre-processed IRF, given by Eq. (99), is 

transformed into the frequency domain. Using the Discrete Fourier Transform, the pre-

processed FRF is given by 
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Then, the compensator filter transfer function is simply given by 
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and by calculating its inverse Fourier transform, the compensator filter in discrete time domain 

is 
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4.2.2.3 Post-processing 

 

The post-processing step, which is the third step in the compensator filter design, is 

performed to remove minor errors introduced due to previous steps. This step is divided into 

two procedures: (1) remove the non-causalities due to the inverse Fourier transform; and (2) 

remove the lag due to the data circle-shift. For applications in which the number of the samples 

of the truncated data, Nt, and the signal frequency sample, Fs, are small, the introduced time 

delay, 2d t st N F= , is small and the post-processing step may be disregarded, then the 

compensator filter is simply given by 

 

 ( ) ( )c t th n h n= . (104) 

 

 However, if a long time delay is introduced, the compensator filter may not perform well, 

compromising the waveform replication which may occur at a time later than the predefined 

duration time of the signal. 

The domain transform, from frequency to time, using the inverse Fourier transform 

algorithm (iFFT) in the compensator filter transfer function design, may introduce non-

causality. This is removed by applying a Hanning window to smoothly force the data sample 

extremities to zero. Thus, the adjusted compensator filter is given by.  

 

 ( ) ( ) ( )c t win t th n w n h n=  for 1,2, ,t tn N= , (105) 

 

where ( )h tw n  is the Hanning window. An example of this procedure is shown in Fig. 28a. 

The lag due to the circle-shifted data applied in the pre-processing step is removed by 

circle-shifting by 2tN  samples the adjusted compensator filter, ( )c th n , which gives 
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and an example of this procedure is shown in Fig. 28b. 

 

Figure 28. Example of the postprocessing procedure: a) hanning window application; and b) 

the remove of the introduced lag. 

 
Source: author. 

 

Moreover, it may be desirable that a time delay is added to the time wave replication. 

This implies that the system will respond after a pre-set time delay, td. This is introduced to the 

compensator filter by circle-shifting its sample by d d sN t F= , so that the delayed compensator 

filter is given by 
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4.2.3 Design of the compensated input signal 

 

The compensated input signal is simply a signal passed through the compensator filter. 

The schematic of the input signal design is shown in Fig. 29. 

 

Figure 29. Schematic of the input signal with the system compensation. 

 
Source: author. 

 

The procedure consists of a signal, ( )in tx n , with a desired time waveform, convolved 

with the respective system compensator filter, so the compensated input signal is 
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 ( ) ( ) ( )ic t c t in tx n h n x n=   (108) 

 

The advantage of performing this procedure by convolution is that the compensated 

input signal will not be restricted by the number of samples of the compensator filter. Its 

limitation is related to the sample frequency, Fs, which must be the same for both compensator 

filter and the desired input signal. 

 

4.3 THE LABORATORY-BASED SYSTEM FOR THE SLEEPER TIME WAVEFORM 

REPLICATION 

 

4.3.1 The laboratory-based system setup 

 

The experiment setup is shown in Fig. 30(a) and the schematic of the experiment setup 

is shown in Fig. 30(b). It consisted of a computer (1) and a USB sound card adaptor (2) as the 

signal generator, a Crown Xli 2500 (5), an analogue power amplifier and an electrodynamic 

shaker (6). A vibrometer (7) and a Brüel & Kjaer triaxial accelerometer (8) were used to 

measure the vertical shaker velocity and acceleration, respectively, and the LMS Scadas XS (9) 

with 12 input channels, was used to data acquisition. A mirror with an angle of 45º was used to 

reflect the laser point direction from horizontal to the vertical direction. 

 

Figure 30. The experiment setup. 
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Source: author. 

 

4.3.2 The signal generator 

 

The signal generator is a device which generates a signal in the time domain with a 

choice of several waveforms and then converts it from digital to analogue so that the signal can 

be applied. In this experimental setup, the signal is generated on the computer as sound data 

using the Matlab and using a generic USB sound card adapter, the sound data is converted from 

digital to analogue with 24 bits per sample and applied to the system. A limitation to using the 

computer sound as a signal generator is the peak-to-peak signal amplitude output must be 

smaller than or equal to 2V. 

 

4.3.3 The compensator filter 

 

In this section, the compensator filter based on the experiment setup described in Fig. 

30 is designed. The procedure consists of estimate the system FRF, design the compensator 

filter and numerically test the compensator filter. 

 

4.3.3.1 The identification of the system dynamics 

 

Identification of the system dynamics is carried out to determine the relationship 

between the system input and output. The experiment to identify the dynamics of the system 

consist of applying an input signal which excites a large range of frequencies.  

The system shown in Fig. 30 was excited with a random signal with a time duration of  

T = 60 s and a sample frequency of Fs = 5120 Hz. The shaker velocity was measured using the 

laser vibrometer and acquired by the LMS Scadas XS. Considering the input data (the data 

generated on the computer) and the measured shaker velocity, the estimation of the system 

dynamics was performed in Matlab using the tfestimate with 20 averages and 50% overlap. The 

system mobility, phase and coherence are shown in Fig. 31   
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Figure 31. The estimated system FRF: a) Mobility; b) phase; and c) coherence. 

 
Source: author. 

 

From Fig. 31(a) and (b) we can note that it is possible to use the computer with a sound 

card as a signal generator and the non-parametric Welch’s estimator was able to identify the 

system dynamics. Moreover, in Fig. 31(c) it can be seen that the coherence function is 2 0.9   

for frequencies higher than 3 Hz. 

The inverse Fourier transform was calculated from the estimated FRF and plotted in 

Fig. 32. From Fig. 32(b) it can be seen its free decay oscillation goes to zero around 0.1s. 

Despite the system is heavy damped and the important system dynamic comprises of only this 

0.1s, to increase the compensator filter performance a large number of samples is necessary. 
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Figure 32. The IRF mobility of the experiment setup #1 system: (a) the full time-history; (b) 

the zoom-in. 

 
Source: author. 

 

4.3.3.2 The design of the compensator filter 

 

The compensator filter is designed for the system described in Fig. 30 and is shown in 

Fig. 33. Following the compensator filter design, described in Section 4.2.2, the data sample of 

the IRF obtained from the system mobility was truncated at 153600 samples (corresponding to 

60s) and a delay of 5s was added during the postprocessing. 

 

Figure 33. The compensator filter with 10s delay: (a) full time-history; and (b) a zoom-in. 

 

Source: author. 

 

4.3.3.3 The time waveform replication: simulation 

 

This simulation was performed to test numerically the compensator filter; evaluating the 

time waveform of the system response and to determine its frequency range of actuation. A 

signal comprising of the first 40 s of random vibration in a duration time of 60T = s and a 

0 10 20 30 40 50 60
-180

-120

-60

0

60

120

0 0.05 0.1 0.15 0.2
-180

-120

-60

0

60

120

Time [s]

h
(t

) 
[m

/s
/D

ig
it

al
]

Time [s]

h
(t

) 
[m

/s
/D

ig
it

al
]

(a) (b)

0 10 20 30 40 50 60
-1.5

0

1.5
10

6

3 4 5 6 7
-1.5

0

1.5
106

Time [s]

h
c
d
(t

) 
[D

ig
it

al
/(

m
/s

)]

Time [s]

(a) (b)

h
c
d
(t

) 
[D

ig
it

al
/(

m
/s

)]



98 

 

 

sample frequency of 5120sF = Hz was convolved with the compensator filter to generate the 

input compensated signal xic, shown in Fig. 34(a). The system response was obtained by 

convolving the xic with the estimated IRF, h(t). The system response is shown in Fig. 34(b) by 

comparing with the desirable waveform. 

 

Figure 34. Test of the compensator filter: (a) input compensated signal; and (b) time-history 

comparison between desired (black solid line, ), and system response (magenta dotted line, 

) time waveforms. 

 
Source: author. 

 

Figure 34(b) apparently shows that the compensator filter was able to remove the system 

dynamics and replicate the desired time waveform. Also, note that the system response is shifted 

in time due to the delay introduced in the compensator filter design. For this random signal 

waveform replication, a better analyse is performed by evaluating the magnitude ratio between 

the desirable and the system response spectrums. 

To evaluate how good the spectrum of the system response compared with the spectrum 

of the desirable waveform replication, the magnitude ratio between spectrums is calculated by 
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=  (109) 

 

where ( )mX g  is the system measurement and ( )dX g  is the desired system time waveform in 

the discrete frequency domain. 

For this particular case, the magnitude ratio is shown in Fig. 35 where the magnitude 

ratio is approximately 1 for frequencies higher than 3 Hz up to 100 Hz, which is the frequency 

range for this compensator filter. 
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Figure 35. The magnitude ratio between desirable and system response time waveforms. 

 
Source: author. 

 

4.3.4 The sleeper vertical vibration waveform replication 

 

In this section, the sleeper vertical vibration is replicated in the laboratory-based system 

described in Fig. 30. First, the model to design the desirable waveform is presented and the train 

and the railway track parameters are introduced. Later, the experiment is performed to replicate 

the sleeper vertical vibration waveform. 

 

4.3.4.1 The model of the sleeper vertical vibration 

 

The model of the sleeper vibration consists of an infinite Euler-Bernoulli beam resting 

on a Winkler foundation. This model was described in Chapter 2 and it is presented here, again, 

for convenience. The sleeper vertical displacement is given by (CLEANTE et al., 2019) 

 

           ( ) ( )( ) ( )
4

sleeper 1
trackbed

, cos sin
2

i iSt x d

i i i i ii
w x t Fe St x d St x d

k


 

− − −

=

−
 = − − + − −   (110) 

 

where 
support4
4

k

EI
 =  has units of m-1, ( )sleeper

pad trackbed

1
1

support

L

k k
k

−

= +  is the support stiffness, which is the 

trackbed stiffness (the stiffness of the ballast in series with the ground) in series with the rail 

pad stiffness per unit of the sleeper length, t is time, iF  is the force due to the i-th wheel and id  

is distance between the 1st and the i-th wheel and ix  is the observation point. 
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4.3.4.2 The train and railway track parameters: the Inter-city 125 high-speed train passing-by 

Steventon site, United Kingdom (UK) 

 

The time waveform of the sleeper vertical vibration is due to the passage of an Inter-

city 125 high-speed train. This train consists of 2 power cars, one at the front and the other at 

the back of the train, and 8 passenger carriages between them. The railway track parameters are 

related to the Steventon site, a railway site from the train line which links Swindon to Didcot, 

in the UK. For the cases investigated in this section, only the vibration due to the passage of the 

passenger carriages is taken into consideration. The train and track parameters are given in Tab. 

2 and Tab. 1. 

 

Table 5 – Train parameters. 

Train 

class Name 

Car length 

[m] – Lcar 

Bogie length 

[m] – Lwheel 

Distance between bogie 

centre [m] – Lbogie Wheel load [kN]* 

Mk3 Inter-city 125 23.0 2.6 16.0 21.9 

Source: (TRIEPAISCHAJONSAK, 2012); *(CLEANTE et al., 2019). 

 

Table 6 – Characteristics railway track at Steventon site. 

Rail type [Nm2] Trackbed [N/m2]* Rail pad [N/m] Sleeper spacing [m] 

CEN 60E1 (EI = 6.24×106 ) ktrackbed = 1.39×107 Pandrol 6650 (kp = 60×106) 0.65 

Source: (TRIEPAISCHAJONSAK, 2012); *(CLEANTE et al., 2019). 

 

4.3.4.3 The experiment: Inter-city 125 train passing at speed of 200 km/h with the compensator 

filter 

 

The sleeper vertical vibration is emulated in the laboratory-based system for the 

Intercity 125 at a speed of 200 km/h passing at Steventon site. Using the train and the railway 

track parameters given in Tabs. 2 and 1, in Eq. (110), the waveform of the sleeper vertical 

displacement is generated for a duration time of 16 s and with a frequency sample of 5120 Hz. 

The sleeper vertical displacement is derived once and twice with respect to time to obtain the 

sleeper vertical velocity and acceleration, respectively. The sleeper vertical velocity generated 

on the computer is then convolved with the compensator filter to produce the compensated input 

signal and used to excite the system. The shaker velocity and acceleration are measured and are 

shown in Fig. 36, compared with their respective desired sleeper vertical vibration waveforms. 



101 

 

 

Also, the spectrum ratio between the measured shaker acceleration and the desirable sleeper 

vertical acceleration is calculated and shown in Fig. 37. 

 

Figure 36. Waveforms comparisons of the vertical sleeper velocity and acceleration, due to the 

passage of 8 passenger carriages of the Inter-city 125 train at a speed of 200 km/h, between 

desirable (blue solid line, ) and measured on the shaker (black dashed line, ): (a) time-

history; and (b) spectral density. 

 
Source: author. 

 

Note in Fig. 36(a.1) and (a.2) that the measured shaker velocity and acceleration were, 

manually, shifted in time so that their waveforms overlay with the desired waveforms. Hence, 

it can be seen that in both time and frequency domains, the measured shaker vibration has good 

agreement with the desired waveform. Using the compensator filter, the system was able to 

replicate the waveforms with the same amplitude and shape. However, note in Fig. 36(a.1) that 

there is a small difference at the beginning and at the end of the measured shaker velocity 

section corresponding to the passage of the train. This is, probably, due to the fact that the 

compensator filter cannot compensate the vibrations below 3 Hz. If compared with the 

acceleration, Fig. 36(a.2), this phenomenon is not observed. As the acceleration is simply the 

velocity multiplied by j, vibrations at higher frequencies are amplified compared to the lower 

frequencies, making this compensator limitation not visible. 

From the magnitude ratio, in Fig. 37, it is clear that the system is able to replicate the 

desirable waveform if the compensator filter is applied. The magnitude ratio is around 1 for the 
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frequencies higher than 3 Hz, which is the frequency range of the designed compensator filter. 

Moreover, if compared this with the shaker acceleration spectrum Fig. 36(b.2), we can observe 

that the spikes occur at frequencies which the desired spectrum is zero (or close to it), and a 

reasonable explanation for this, is that the shaker cannot vibrate with that amplitude, resulting 

in a large error. 

 

Figure 37. Spectrum ratio between desirable and measured shaker acceleration due to the 

passage of 8 passenger carriages of the Inter-city 125 train at a speed of 200 km/h. 

 
Source: author. 

 

4.3.4.4 Inter-city 125 train passing at speed of 100 km/h 

 

For this case, the compensator filter is evaluated for a passing train at a speed of 100 

km/h. Despite this not being a typical speed for this train configuration, nor for the Steventon 

site, the frequency of the 7th trainload frequency, which occurs at 10 Hz, coincides with the 

natural frequency of the electromagnetic energy harvester which is investigated in Chapter 5. 

The measured shaker velocity and acceleration are shown in Fig. 38 compared with the 

respective desired time waveforms. Also, the spectrum ratio between the measured shaker 

acceleration and the desirable sleeper vertical acceleration is calculated and shown in Fig. 39. 

Note from Fig. 38 that, despite the measured shaker response appears to be periodic and 

similar to the desired time waveforms, the amplitude and shape do not have good agreement. 

This can be seen in Fig. 38(a.1) and is particularly evident in Fig. 38(b.1) where the velocity 

spectra are compared. Note that there is a large difference, in the 1st and 2nd
 dominant peaks, 

between the measured and desired spectra. This is because the fundamental frequency of the 

vibration induced by this passing train speed is 1.2 Hz, which is lower than the compensator 

filter lower frequency of actuation (3 Hz). However, it can be observed from the acceleration 

measurements shown in Fig. 38(a.2) and (b.2), that the agreement between the measured and 
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desired signals are relatively good. The two dominant peaks, that could not be compensated for, 

are less sensitive for acceleration than velocity. 

 

Figure 38. Waveforms comparisons of the vertical sleeper velocity and acceleration, due to the 

passage of 8 passenger carriages of the Inter-city 125 train at a speed of 100 km/h, between 

desirable (blue solid line, ) and measured on the shaker (black dashed line, ): (a) time-

history; and (b) spectrum. 

 
Source: author. 

 

Figure 39. Magnitude ratio between desirable and measured acceleration spectrums due to the 

passage of 8 Inter-city 125 passenger carriages at a speed of 100 km/h. 

 
Source: author. 

 

When the magnitude ratio is examined, it can be seen that the time waveform replicated 

is relatively good for this train speed case. Note that from 3 to 15 Hz, which accommodates the 
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which the acceleration spectrum amplitude is close to zero, the magnitude ratio is compromised 

showing that the shaker cannot emulate these vibration levels. 

 

4.3.4.5 Inter-city 125 train passing at speed of 200 km/h without the compensator filter 

 

To emphasise the detrimental effect that the system dynamics has on the time waveform 

of a signal, first an experiment without a signal compensation is performed. The system is 

excited with a time waveform of the sleeper vertical velocity due to the passage of an Inter-city 

125 at a speed of 200 km/h without signal compensation. The measured shaker velocity and 

acceleration are shown in Fig. 40 compared with its respective desirable time waveforms. Also, 

the spectrum ratio between the measured shaker acceleration and the desired sleeper vertical 

acceleration is calculated and shown in Fig. 41.  

 

Figure 40. Comparison between desirable, blue solid line, and measured, black dashed line, 

time waves of the sleeper vertical velocity (.1) and acceleration (.2) due to the passage of 8 

Inter-city 125 passenger carriages at speed of 200 km/h without the compensator filter: (a) time-

history; and (b) spectrum. 

 
Source: author. 

 

Figure 40(a.1) and (a.2) shows that the measured shaker velocity and acceleration are 

different in amplitude and shape when compared with their respective desired time waveforms. 

These differences are also seen in the frequency domain, as shown in Fig. 40(b.1) and (b.2). 
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Moreover, strong degradation of the measured spectra at frequencies below 15 Hz is evident. 

This may occur as both the USB sound card adapter and power amplifier are first-order systems 

which act similar to a high-pass filter. For this particular case, the magnitude ratio and the phase 

ratio between the measured acceleration and the desirable time wave without the compensator 

filter are shown in Fig. 41. 

 

Figure 41. Spectrum ratio between desirable and measured acceleration time waves due to the 

passage of 8 Inter-city 125 passenger carriages at speed of 100 km/h without the compensator 

filter: (a) magnitude; and (b) phase. 

 
Source: author. 

 

It can be seen in Fig. 41(a) that the magnitude ratio between signals is not flat with a 

value of 1, i.e., the measured shaker does not represent the desirable time waveform at almost 

all frequencies. Also, the strong degradation at frequencies below 15 Hz is clear. This shows 

that to replicate a time waveform in a laboratory-based system it is necessary to use a 

compensator filter to remove the dynamics of the system. Moreover, if this is compared with 

the shaker acceleration spectrum shown in Fig. 40(b.2), it can be seen that the spikes occur at 

frequencies where the desirable spectrum is zero (or close to it). A reasonable explanation for 

this, is the fact that the shaker cannot vibrate with that amplitude, resulting in large error. 

 

4.4 CONCLUSIONS 

 

This chapter has investigated the replication of sleeper vertical vibration, induced due 

to the passage of a train, in a laboratory-based system. To be able to replicate the desired time 

waveform, a methodology to design the compensator filter which removes the dynamics of the 

system in which the filter is applied was proposed. The compensator filter was experimentally 

evaluated in laboratory. The results showed that using the compensator filter, the system which 
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has an electrodynamic shaker was able to emulate the sleeper vertical vibration in a laboratory-

based system. In addition, it has been shown that the lower frequency of actuation of the 

compensator filter is 3 Hz, which allowed the sleeper vibration waveform induced by slowest 

trains capable to be replicated. Following, this laboratory-based system will be used to 

determine the harvested energy from vibration induced by a passing train and validate the 

energy harvesting model. 
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5 HARVESTING ENERGY FROM THE VIBRATION INDUCED 

DUE TO A PASS-BY TRAIN 

 

5.1 INTRODUCTION 

 

Harvesting energy from railway vibrations is a relatively new topic and a few research 

groups are investigating this subject. Most of them have focused their investigations into energy 

harvesting devices which convert the track vertical vibration into rotatory movement, using 

gears and rack-pinions, and then, into electrical energy (LIN; WANG; ZUO, 2018; PAN et al., 

2019; POURGHODRAT et al., 2014; ZHANG et al., 2016). Li et al. (2014b) and Gao et al. 

(2016) used a piezoelectric transducer and Gao et al., (2017) and Gao et al., (2018) used an 

electromagnetic transducer to scavenge energy from the track vibration. However, these 

published papers have focused their investigation into harvesting energy from the track 

deflection and a minor attention have been given to investigate at which frequency the energy 

harvester should be tuned to maximize its performance. Recently, Gatti et al. (2016) and 

Brennan and Gatti (2017a) investigated the linear single-degree-of-freedom mass-spring-

damper oscillator to determine the energy that could be harvested from a passing train and the 

optimum parameters that maximize the performance of the device. It was determined that the 

natural frequency of the device should be equal to the frequency corresponding to the maximum 

acceleration amplitude and Cleante et al. (2019) showed that due to spacing between wheels 

and the spacing between bogies, unless the trackbed stiffness is very soft, the target frequency 

is the 7th trainload frequency. This was discussed in Chapter 2. 

In Chapter 3, it was shown that the electromagnetic transducer is better suited to harvest 

energy from low frequency vibrations than a piezoelectric transducer. Moreover, it was shown 

that to maximize the performance of the device, the mechanical damping and the internal coil 

resistance should be as lower as possible. 

In this Chapter, the use of an electromagnetic transducer to scavenge the energy from 

the sleeper vertical vibration induced by a passing train is investigated. Numerical and 

analytical investigations into the performance of a linear single-degree-of-freedom device are 

carried out and the amount of energy, together with the optimum load resistance, are 

determined. This analyse is similar to the one performed in (GATTI et al., 2016), but includes 

the effects of the transducer. Following the analysis, the parameters of a Geophone SM-24 
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transducer are used in a numerical investigation to determine the optimum load resistance.  This 

is validated with an experimental test. 

 

5.2 THE SLEEPER VERTICAL VIBRATION AS THE SOURCE OF THE ENERGY 

HARVESTING DEVICE BASE EXCITATION 

 

The vibration of a sleeper due to a passing train was discussed in Chapter 2 and in 

(CLEANTE et al., 2019). This vibration is categorized as quasi-static excitation (LOMBAERT; 

DEGRANDE, 2009; THOMPSON, 2008). At the sleeper, Auersch (2005) and Sheng et al. 

(1999) showed that the quasi-static excitation is dominant and the largest levels of vibration 

occur at low frequencies. Using the sleeper deflection equation, Eq. (2), repeated here for 

convenience, given by 

 

( ) ( )( ) ( )
4

sleeper 1
trackbed

, cos sin
2

i iSt x d

i i i i ii
w x t Fe St x d St x d

k


 

− − −

=

−
 = − − + − −  , (111) 

 

and using the Steventon site railway track parameters and the Inter-city 125 train parameters, 

shown in Tabs. 7 and 2, respectively, the sleeper vertical displacement is generated considering 

the passage of 10 passenger carriages at two speeds; 196 km/h, a typical train speed passing at 

Steventon site, and 118 km/h, a train speed at which the frequency of the 7th trainload frequency 

corresponds to the energy harvester undamped natural frequency of the harvester which is 

described in Section 5.4. The sleeper displacement is differentiated with respect to time to 

obtain the vertical velocity and acceleration. The time-histories and the power spectral densities 

(PSDs) of the sleeper vertical acceleration are shown in Fig. 42. At the top of each PSD graph, 

is shown another horizontal axis, which corresponds to the trainload frequencies, 
car

S
L

f  , i.e., 

the frequency axis normalized by the ratio between the carriage length and the train speed. 

 

Table 7 – Characteristics railway track at Steventon site. 

Rail type [Nm2] Trackbed [N/m2]* Rail pad [N/m] Sleeper spacing [m] 

CEN 60E1 (EI = 6.24×106) ktrackbed = 1.39×107 Pandrol 6650 (kpad = 60×106) 0.65 

Source: (TRIEPAISCHAJONSAK, 2012); *(CLEANTE et al., 2019). 
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Table 8 – Train parameters. 

Train 

class Name 

Car length 

[m] – Lcar 

Bogie length 

[m] – Lwheel 

Distance between bogie 

centre [m] – Lbogie Wheel load [kN]* 

Mk3 Inter-city 125 23.0 2.6 16.0 21.9 

Source: (TRIEPAISCHAJONSAK, 2012); *(CLEANTE et al., 2019). 

 

Note in Figs. 42(a.1) and 42(a.2) that the sleeper vibrates over a shorter time period for 

a faster train. This means that the device vibration may not reach steady-state, depending on the 

level of the transducer damping.  In this case the transient response has a significant contribution 

to the total energy harvested (GATTI et al., 2016). Also, note that the higher the train speed, 

the greater the level of sleeper vibration. 

 

Figure 42. (a) Time-history and (b) power spectral density (PSD) of the sleeper vertical 

acceleration induced due to the passage 10 passenger carriages of an Inter-city 125 at a speed 

of 196 km/h (.1) and 118 km/h (.2). 

 
Source: author. 

 

For energy harvesting purposes, the sleeper vibration is better analysed in the frequency 

domain. In Figs. 42(b.1) and 42(b.2) it can be seen that the slower train speed results in a smaller  

amplitude of the sleeper vibration, and also shifts the dominant peaks to lower frequencies. 

Moreover, it is seen that the largest acceleration is at the 7th trainload frequency, independent 

of the train speed. This frequency, with the largest acceleration amplitude, was found to be the 
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target frequency at which the harvester can, potentially, scavenge the most energy from the 

sleeper vibration induced by passing trains (CLEANTE et al., 2016; GATTI et al., 2016). 

The sleeper vertical velocity and acceleration time-histories and their corresponding 

Fourier coefficients, due to the passage of an Inter-city 125 with a speed of 118 km/h are show 

in Fig. 43. In particular, Fig. 43(.1) shows the sleeper velocity and Fig. 43(.2) shows the sleeper 

acceleration. For each data, the amplitude of the first 10 Fourier coefficients were extracted 

only for the vibration corresponding to the passage of the 4th carriage, highlighted in Fig. 43(a.1) 

and (a.2) and shown in Fig. 43(b). Note in Fig. 43(b.1) that for the velocity, the 3rd trainload 

frequency has the largest amplitude and in Fig. 43(b.2), for the acceleration, as observed in the 

PSD of the sleeper vertical acceleration, the 7th trainload frequency is the frequency with the 

largest amplitude. Moreover, as shown in Chapter 2, the standard deviation of the Fourier 

coefficients between the full set of passenger carriages is small. Then, further investigation of 

the electromagnetic energy harvester performance can be carried out considering the amplitude 

of Fourier coefficients due to the passage of a single carriage. 

 

Figure 43. (a) Time-history and (b) Fourier coefficients of the sleeper vertical velocity (.1) and 

acceleration (.2) due to the passage of 10 passenger carriages of an Inter-city 125 at a speed of 

118 km/h. The black dotted line is the complete time-history and the blue solid line correspond 

to the vibration due to the passage of the 4th carriage. 

 
Source: author. 
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5.3 THE LINEAR SINGLE-DEGREE-OF-FREEDOM ELECTROMAGNETIC ENERGY 

HARVESTER 

 

In this Section, the performance of 5 devices when subjected to the passage of 10 

passenger carriages of an Inter-city 125 at Steventon site with a speed of 118 km/h is 

investigated numerically and analytically. The devices are divided into three groups, where the 

first two groups are related to devices with no mechanical damping and the third is related to a 

device with a heavy mechanical damping. Group 1 is comprised of two devices with a small 

suspended mass, and Group 2 is comprised of two devices with a large suspended mass. In each 

of these two groups, the effects of the internal coil resistance are also investigated. Group 3 is 

comprised of a device with a small suspended mass, a heavy mechanical damping and with 

internal coil resistance. The methodology to investigate the optimization and the analytical 

expression is first presented, and the results are discussed in Section 5.3.3. 

 

5.3.1 Optimization of a linear electromagnetic energy harvester 

 

For the linear single-degree-of-freedom electromagnetic energy harvester, the 

governing equations of motion and current are given in Eqs. (34a) and (34b), which are repeated 

here for convenience, and are given by 

 

( ) ( ) ( ) ( ) ( )r m r r bmx t c x t k x t T i t mx t+ + + = −   (112a) 

( ) ( ) ( ) ( ) 0o l o rL i t R R i t Tx t+ + − = .   (112b) 

 

The study consists of evaluating, for each natural frequency, how much energy is harvested, the 

corresponding optimum load resistance damping ratio and load resistance, and the resulting 

maximum relative displacement when the device is subject to the sleeper vertical acceleration 

shown in Fig. 42(a.2). 

Assuming the transducer parameters given in Tab. 9, a numerical integration of Eqs. 

(34a) and (34b), for each device, is performed in Matlab for a range of undamped natural 

frequency from 1 Hz up to 16 Hz with an increment of 0.1429 Hz, and for a range of load 

resistances, lR , from 1  up to 1 M. The resulting current is substituted into the equation of 

the energy dissipated by the load resistance, Eq. (46), shown here for convenience as 
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( ) ( ) ( ) ( )
( )

0 0 0

2

2e e et t t
l

elec l l
t t t

l

v t
E t v t i t dt R i t dt dt

R
= = =   , (113) 

 

and integrated over the excitation period, et , which corresponds to the period of time at which 

the train is inducing vibration. This starts at time 0 1.1t = s and finishes at time 8.25ft = s. Then, 

the maximum energy harvested, its corresponding optimum load resistance and the resulting 

relative displacement, for each natural frequency, are determined. The optimization results for 

the devices of Groups 1 and 2 are shown, as the blue solid line, in Figs. 44 and 45, respectively, 

and in Tabs. 10 and 11, respectively. The optimization results for the device of Group 3 is 

shown in Fig. 46 and in Tab. 12. 

 

Table 9 – The electromagnetic energy harvester parameters. 

 
 

Transducer parameters 

 m [kg] m Bl [V/(m/s)] Lo [mH] Ro [] 

Group 1 
Device 1 

0.011 0 25 67.3 
0 

Device 2 369 

Group 2 
Device 3 

1 0 25 67.3 
0 

Device 4 369 

Group 3 Device 5 0.011 0.2123 25 67.3 369 

Source: author. 

 

5.3.2 Analytical investigation 

 

In this section, using the analytical expression derived in Chapter 3 and the Fourier 

Coefficients of the sleeper vertical vibration shown in Fig. 43(b), an investigation is carried out 

into determining, for the transducer undamped natural frequency corresponding to the each of 

the first 10 trainload frequencies, the amount of energy that the electromagnetic energy 

harvester can scavenge and its corresponding optimum load resistance. The reason for this 

investigation is to analyse the transducer performance when subject to a single excitation 

frequency. 

 

5.3.2.1 Device with no mechanical damping and no internal coil resistance 

From the approximate analytical expression of an ideal transducer, i.e., with no 

mechanical damping and no internal coil resistance, the performance of devices 1 and 3 are 
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evaluated. Substituting the parameters of devices 1 and 3, from Tab. 9, and the Fourier 

coefficients from Figs. 43(b.1) and 43(b.2) into Eqs. (73) and (74)which are repeated here for 

convenience, and are given by 

 

( ) 2 2

, max 0.0475elec e b eE t mX t ,  (113) 

 

1
,optR n

  , 
2

,opt 4
T

l em
R t=  and ( )2

,max 4
1b

n

X

r eX e t


−= − , (114) 

 

the transducer performance for each trainload frequency is calculated and the results are shown 

in Fig. 44(.1) and Tab. 10 for device 1, and Fig. 45(.3) and Tab. 11 for device 3. The results are 

discussed in Section 5.3.3. 

 

5.3.2.2 Device with no mechanical damping and with an internal coil resistance 

 

From the approximate analytical expression with internal coil resistance but with no 

mechanical damping, the performance of devices 2 and 4 are evaluated for the maximum energy 

harvested, the optimum load resistance damping ratio, the optimum load resistance and the 

maximum relative displacement. Substituting the parameters of devices 2 and 4 from Tab. 9 

and the Fourier coefficients from Figs. 43(b.1) and 43(b.2) into Eqs. (65), (66) and (67), which 

are repeated here for convenience in the dimensional form, and are given by  
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the transducer performance for each trainload frequency is calculated and the results are shown 

in Fig. 44(.2) and Tab. 10 for device 2, and Fig. 45(.4) and Tab. 11 for device 4. The results are 

discussed in Section 5.3.3. 
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5.3.2.3 Device with heavy mechanical damping and with an internal coil resistance 

 

From the approximate analytical expression of an energy harvester with a heavy 

mechanical damping and internal coil resistance, the performance of device 5 is evaluated for 

each natural frequency corresponding to the first 10 trainload frequencies. The maximum 

energy harvested, the optimum load resistance damping ratio, the optimum damping ratio and 

the maximum relative displacement are determined. Substituting the parameters of device 5, 

from Tab. 9, and the Fourier coefficients, from Fig. 43 into Eqs. (53), (54) and (55), which are 

repeated here for convenience in the dimensional form, and are given by 
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the transducer performance for each trainload frequency is calculated and the results are shown 

in Fig. 46 and Tab. 12. The results are discussed in Section 5.3.3. 

 

5.3.3 Passing train results 

 

In this Section, the results obtained numerically and analytically, for each group of 

transducer devices, are discussed. 

 

5.3.3.1 Results for Group 1: transducers with a suspended mass 0.011m =  kg and no 

mechanical damping 

 

Figure 44 shows the numerical optimization (blue solid line) and the analytical (black 

circle) results for two electromagnetic energy harvesters with a small suspended mass, 

0.011m =  kg. In particular, Fig. 44(.1) is the ideal device, i.e., with no mechanical damping 

and no internal coil resistance, and Fig. 44(.2) is the device with internal coil resistance. In Fig. 

44(a.1) it is noted that the natural frequency at which the transducer harvests large levels of 

energy occurs at the frequency corresponding to the 7th trainload frequency. This is in 

accordance with (GATTI et al., 2016) who observed that for a short period of excitation, the 
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device natural frequency should correspond to the frequency with the largest acceleration 

amplitude.  

 

Figure 44. Results for each natural frequency of two electromagnetic energy harvester devices 

when subjected to a base vibration induced by the sleeper vertical vibration due to the passage 

of 10 passenger carriages of an Inter-city 125 travelling at Steventon site with a speed of 118 

km/h. Device 1, (.1), comprises of 0.011m=  kg, 0m =  and 0oR =  ; Device 2, (.2), comprises 

of 0.011m =  kg, 0m =  and 369oR =  . (a) The maximum energy dissipated; (b) the optimum 

load resistance damping ratio; (c) the corresponding load resistance; and (d) the resulting 

relative displacement. The blue solid line denotes the numerical results and the black circles 

denote the analytical results. At the top of each graph is shown a second horizontal axis which 

corresponds to the trainload frequencies. 

 
Source: author. 
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From Fig. 44(b.1), it is observed that to harvest the maximum energy available from the 

vibrating source, the optimum load resistance damping ratio is small. From Fig. 44(c.1), as 

expected to achieve the open-circuit condition, the optimum load resistance is large, mainly at 

frequencies with dominant acceleration amplitude. Additionally, Fig. 44(d.1) shows that the 

maximum relative displacement is high when the device damping is small. However, observe 

that the largest relative displacement occurs at the 3rd trainload frequency, which is the 

frequency with the largest velocity amplitude. 

Figure 44(.2) shows the result when the transducer internal coil resistance is considered. 

It can be seen that the transducer performance is similar as observed in Fig. 44(.1), which is for 

the ideal transducer. For this particular device, due to the small suspended mass ( 0.011m =  kg), 

the internal coil resistance damping ratio is high. It varies from 0.6 12
oR   as the transducer 

natural frequency is decreased. As observed in Chapter 3, when 
,optoR R  , the equivalent 

electrical damping ratio is simply e R   and the internal coil resistance can be neglected. 

Analysing the results obtained using the analytical expression, which are the black 

circles, it is noted that at the frequencies corresponding to the 5 largest acceleration amplitudes, 

the results are similar to those found in the numerical optimization. The differences observed 

at the other frequencies are related with the small acceleration amplitude. While in the 

numerical optimization, the transducer is found to have high damping, broadening the device 

bandwidth to increase the contribution of the adjacent excitation frequencies, the analytical 

expression only takes into consideration a single excitation frequency. 

A comparison between the numerical and analytical results obtained for the optimum 

device natural frequency is shown in Tab. 10. It is clear that devices 1 and 2 have similar results, 

which means that for this particular suspended mass, the internal coil resistance has a negligible 

effect on the device performance. Moreover, the analytical results are approximately the same 

as the results obtained numerically. 

 

Table 10 – Results for the energy harvester with 0.011m = kg at the natural frequency 

corresponding to the 7th trainload frequency. 

  Eelec [mJ] ,optR  ,opteq  ,optlR  [k] ,maxbX [mm] 

Numerical 
Device 1 ( 0oR =  ) 0.92 0.0043 0.0043 105.3 4.8 

Device 2 ( 369oR =  ) 0.92 0.0043 0.0043 105.3 4.8 

Analytical 
Device 1 ( 0oR =  ) 0.91 0.0045 0.0045 99.4 4.5 

Device 2 ( 369oR =  ) 0.91 0.0045 0.0045 99.4 4.5 

Source: author. 



117 

 

 

5.3.3.2 Results for Group 2: transducers with a suspended mass 1m =  kg and no mechanical 

damping 

 

Figure 45 shows the optimization (blue solid line) and the analytical (black circles) 

results for an electromagnetic energy harvester with a suspended mass of 1m = kg. A 

comparison between the numerical and analytical results obtained for the optimal device natural 

frequency, corresponding to the 7th trainload frequency is shown in Tab. 11. 

In particular, Fig. 45(.3) corresponds to the ideal device, i.e., with no mechanical 

damping and no internal coil resistance, and Fig. 45(.4) corresponds to the device considering 

the internal coil resistance. Note that despite the difference in magnitude of the energy 

harvested, Fig. 45(a.3), and of the optimum load resistance, Fig. 45(c.3), the results in Fig. 

45(.3) shows that the transducer behaviour is similar to device 1, with a mass 0.011m =  kg. 

The maximum energy harvested occurs at the 7th trainload frequency. However, because the 

maximum energy harvested by the ideal linear transducer is directly proportional to the size of 

the suspended mass, as seen in Eqs. (113), the energy harvested by device 3 is 1
0.011

 times greater 

than by the device 1. Also, the load resistance is inversely proportional to the size of the 

suspended mass, as seen in Eqs. (116), and the load resistance is 1
0.011

 lower than the one found 

for device 1. 

Figure 45(.4) shows the results for the electromagnetic energy harvester with internal 

coil resistance. Note in Fig. 45(a.4) that the device natural frequency corresponding to the 7th 

trainload frequency is still the target frequency. However, due to the size of the suspended mass, 

the effect due the internal coil resistance is relevant, dissipating part of the energy introduced 

from the vibrating source. Moreover, as seen in Tab. 11, for device 4 the optimum equivalent 

damping ratio is 
,opt 0.0028eq = . Observe that this is smaller than the optimum equivalent 

damping ratio found for the ideal transducer, device 3. This is the detrimental effect of the 

internal coil resistance at which dissipates part of the energy introduced by the vibrating source 

and for this particular case, cause a reduction of 26% in the transducer performance. 

In Fig. 45(b.4), it is seen that the optimum load resistance damping ratio is small for 

each trainload frequency. As seen in Tab. 11, the optimum load resistance damping ratio for 

the 7th trainload frequency for device 4 is smaller than for device 3. It is interesting to note that 

because the load resistance damping ratio cannot be higher than the internal coil resistance 

damping ratio, for the frequencies different from the corresponding trainload frequencies, the 

optimum damping is limited by the internal coil resistance damping ratio. Additionally, because 
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the equivalent damping ratio is lower for device 4, the maximum relative displacement found 

for device 3 is greater than for device 4, as seen in Fig. 45(d.3). 

 

Figure 45. Results for each natural frequency of two electromagnetic energy harvester devices 

when subjected to a base vibration induced by the sleeper vertical vibration due to the passage 

of 10 passenger carriages of the Inter-city 125 travelling at Steventon site with a speed of 118 

km/h. Device 3, (.3), comprises of 1m=  kg, 0m =  and 0oR =  ; Device 4, (.4), comprises of 

1m=  kg, 0m =  and 369oR =  . (a) The maximum energy dissipated; (b) the optimum load 

resistance damping ratio; (c) the corresponding load resistance; and (d) the resulting relative 

displacement. The blue solid line denotes the numerical results and the black circles denote the 

analytical results. At the top of each graph is shown a second horizontal axis which corresponds 

to the trainload frequencies. 

 
Source: author. 

c

S
f

L


Frequency [Hz]

c

S
f

L


Frequency [Hz]

R
l,

 o
p

t
 

R
l,

 o
p

t
 

(a.3)

(b.3)

(c.3)

(d.3)

(a.4)

(b.4)

(c.4)

(d.5)



119 

 

 

A comparison between the numerical and analytical results obtained for the optimum 

device natural frequency, corresponding to the 7th trainload frequency, are shown in Tab. 11. It 

is clear that the analytical results are approximately the same as the results obtained 

numerically. Also, due to the large size of the suspended mass, the internal resistance reduces 

the transducer performance. This can be seen by comparing the performance of device 4 with 

the ideal transducer, device 3. However, even with internal coil resistance, device 4 harvested 

674 times more energy than the device 1, which is the ideal transducer for with a mass of 

0.011m =  kg. 

 

Table 11 – Results for the electromagnetic energy harvester with 1m = kg at the natural 

frequency corresponding to the 7th trainload frequency. 

  Eelec [J] 
,optR  

,opteq  
,optlR  [] 

,maxbX [mm] 

Numerical 
Device 3 ( 0oR = ) 0.84 0.0043 0.0043 1159 4.8 

Device 4 ( 369oR = ) 0.62 0.0035 0.0028 1405 6.0 

Analytical 
Device 3 ( 0oR = ) 0.83 0.0045 0.0045 1094 4.5 

Device 4 ( 369oR = ) 0.62 0.0037 0.0029 1336 5.9 

Source: author. 

 

5.3.3.3 Results for Group 3: electromagnetic energy harvester with a heavy mechanical 

damping 

 

In this section, the numerical and analytical results for an electromagnetic energy 

harvester with heavy mechanical damping and with internal coil resistance, shown in Fig. 46 

and in Tab. 12, are discussed. In particular, Fig. 46(a) shows the total energy harvested for each 

natural frequency, where it can be seen that the numerical results are different from the 

analytical results. The reason for this is similar to the other devices. The analytical equations 

only consider a single excitation frequency and the numerical optimization, to maximize the 

energy harvested, increases the contribution of the adjacent excitation frequency increasing the 

equivalent damping ratio. This is achieved by setting the load resistance damping ratio to be 

high. However, because the mechanical damping is high, differences are observed even for the 

frequencies with the largest acceleration amplitudes. This is shown in Fig. 46(b) and Fig. 46(c) 

which shows that the numerical optimum load resistance and the optimum load resistance are, 

respectively, greater and smaller than the results found by the analytical investigation. 

By comparing the amount of energy harvested determined numerically and analytically 

from the device with a natural frequency corresponding to the 7th trainload frequency, it is seen 
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that when the adjacent excitation frequencies are considered, the energy harvested is about 2 

times greater than from vibration induced by a single frequency. Also, note that the detrimental 

effect due to damping, the energy harvested by device 5 is about 38 times lower if compared it 

with the ideal transducer, device 1. 

 

Table 12 – Results for the electromagnetic energy harvester with a heavy mechanical damping 

at the natural frequencies corresponding to the 3rd and the 7th trainload frequencies. 

 Target trainload frequency  

Eelec [J] 
,optR  

,opteq  
,optlR  [] 

,maxbX

[mm] 

Numerical 
3rd 28 0.7675 0.6768 1902 0.27 

7th 23.8 0.2379 0.4115 1900 0.13 

Analytical 
3rd 13 0.19 0.40 5338 0.22 

7th 11 0.18 0.37 2499 0.06 

Source: author. 

 

It is interesting to note in Fig. 46 that for both, numerical and analytical results, the 

frequency corresponding to the 3rd trainload frequency harvest more energy than the 7th 

trainload frequency. 

When the transducer is operating in its ideal condition, the equivalent damping ratio is 

small, and the maximum energy harvested occurs with the device in the transient regime. Note 

from Eq. (113) that the dimensional expression for the maximum energy harvested, 

2 2

max 0.048 b eE mX t= , is a function of the base acceleration, which suggests that the maximum 

energy will occur at the frequency with the largest acceleration amplitude. However, when the 

transducer equivalent damping ratio is high, 1
eq n

 , due to a high m  or a small 
oR , the 

maximum energy occurs with the device in the steady-state regime. From Eq. (116), it can be 

noted that the dimensional expression for the maximum energy harvested is in function of the 

base acceleration and of the mechanical damping. Therefore, when considering only the steady-

state condition, the maximum energy equation, 
( )

2 2

2max
b e

m m o

mTX t

c c R T
E

+
= , is a function of the 

multiplication between the base acceleration and velocity. For the case where 2

m oc R T , Eq. 

(116), is a function of the velocity and the maximum energy harvested will occur at the 

frequency with the largest velocity amplitude. 

For this particular train and railway track, if the Fourier coefficients of the sleeper 

vertical velocity are multiplied by the Fourier coefficients of the sleeper vertical acceleration, 

Fig. 43(b.1) and 43(b.2), the magnitude of the 3rd trainload frequency is slightly larger than the 
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magnitude of the 7th trainload frequency. This is similar to the results found by the analytical 

expression for the maximum energy harvested shown in Tab. 12.  

 

Figure 46. Results for each natural frequency of the electromagnetic energy harvester device 5, 

when subject to a base vibration induced by the sleeper vertical vibration due to the passage of 

10 passenger carriages of the Inter-city 125 at a speed of 118 km/h: (a) the maximum energy 

dissipated; (b) the optimum load resistance damping ratio; (c) the corresponding load resistance; 

and (d) the resulting relative displacement. The blue solid line denotes the numerical results 

and the black circle denotes the analytical results. At the top of each graph is presented a second 

horizontal axis which corresponds to the trainload frequencies. 

 
Source: author. 
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5.4 HARVESTING ENERGY FROM THE RAILWAY TRACK VIBRATION 

 

In previous sections, the performance of a linear single-degree-of-freedom 

electromagnetic energy harvester has been investigated numerically and analytically. To 

validate the investigation carried out in Chapter 3, an experiment is performed using a geophone 

coupled to an electromagnetic shaker, which emulates the railway track vibration in a 

laboratory-based system.   

 

5.4.1 The experimental setup 

 

A schematic diagram of the experimental setup is shown in Fig. 47. It is comprised of 

(1) a computer, to generate the excitation signal and later, to post-process the measured data; 

(2) a Behringer UCA222 USB sound card, which comprises of two outputs and two inputs to 

convert from digital to analogue the excitation signal generated on the computer; (3) a Crow 

XL 2500, an analogue power amplifier, (4) a Polytec laser vibrometer OFV-505, to measure 

the shaker base velocity; (5) a mirror, to reflect in 90º the laser beam, (6) an electromagnetic 

shaker, (7) a Geophone SM-24, as the energy harvester, (8) a breadboard, to couple the 

electrical circuit and (9) a LMS Scadas XS to recorded the sound card output signal, the shaker 

velocity and the voltage across the energy harvester. 

 

Figure 47. The schematic of the experimental setup. 

 
Source: author. 

 

The experiment involved three steps: 1 – identification of the geophone parameters; 2 – 

a numerical investigation of the Geophone as an energy harvester to determine the maximum 
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energy that can be scavenged and its corresponding optimum load resistance; 3 – using 

compensator filter proposed in Chapter 4, emulate the sleeper vertical vibration in the 

laboratory-based system and 4 – an experiment to harvest the energy from the sleeper vertical 

vibration induced due to a passing train emulated in a laboratory-based system. 

 

5.4.2 The geophone 

 

The Geophone SM-24, shown in Fig. 48(a), is the device chosen to be the energy 

harvester in this experiment. This geophone is a commercial electromagnetic transducer used 

as a sensor to measure seismic vibration. This device was chosen as it was already fabricated 

and attended to part of the desired experimental requirement. It had a low natural frequency 

which corresponds to the 7th trainload frequency of the sleeper vertical vibration induced due 

to a passing train. 

To use the Geophone SM-24 as the energy harvester, the transducer parameters needed 

to be known, so that the correct electrical load could be connected. To determine the transducer 

parameters, an experiment was carried out to identify the FRF between the voltage across the 

geophone terminals and its base velocity. By a curve fitting optimization procedure, the 

parameters of the transducer could be identified. 

 

Figure 48. (a) Example of the Geophone SM-24 and (b) Frequency Response Function (FRF) 

between the voltage across the geophone terminals and its base velocity. Blue solid line ( ) is 

the FRF obtained experimentally and the black dashed line ( ) is the FRF obtained from the 

optimum curve fitting. 

 
Source: author. 
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1024sF = Hz. The shaker velocity was measured using a Polytec laser vibrometer OFV-505, 

and the signal were acquired using the LMS Scadas XS. The FRF between the voltage across 

the geophone terminals and its base was calculated in Matlab using the tfestimate function and 

shown in Fig. 48(b) as a blue solid line. 

The transducer parameters were identified by minimising the difference (in a mean 

squares sense) between the measured and the analytical expression for the FRF when the 

transducer is in open-circuit which is given by,  

 

( )

2

22b n m

V j mBl

X m j m k



   
=

+ −
,  (118) 

 

where Bl  is the electromagnetic sensitivity, m  is the mechanical damping ratio, k  is the 

stiffness, m  is the suspended mass and is fixed to 0.011m =  kg (ION PRODUCTS, 2009), 

n k m =  is the undamped natural frequency,   is the angular excitation frequency and 

1j= − . 

Using the Matlab function fmincon, the parameters m , k  and Bl  of the Geophone 

were determined by calculating, for a frequency range of 7 Hz up to 100 Hz, the minimum sum 

of the difference between the measured and Eq. (118). To identify the transducer internal 

impedance, a digital Minipa Et-2082c multimeter was used to measure the internal resistance 

and the internal inductance. The identified parameters are shown in Tab. 13. 

 

Table 13 – The Geophone SM-24 specification. 

Parameter Value 

Mass (m) [kg]* 0.011 

Undamped natural frequency ( nf ) [Hz] 9.91 

Mechanical damping ratio ( m ) 0.2731 

Sensitivity ( Bl ) [V/N] 28 

Internal coil resistance ( oR ) [] 365 

Internal coil inductance ( oL ) [mH] 64.2 

Source: author and *(ION PRODUCTS, 2009). 

 

Equation (118) is plotted, for the geophone parameters given in Tab. 13, in Fig. 48(b). 

It can be seen that there is good agreement between the measured and the analytical. From Tab. 

13, it is observed that the mechanical damping ratio is high. As discussed before, the Geophone 

SM-24 is a sensor transducer and it is clear that it is not the best device to use as an energy 
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harvester. Moreover, note that the device undamped natural frequency is 9.91 Hz, which 

suggests that an Inter-city 125 train with a speed of 117.2 km/h is the target train whose its 7th 

trainload frequency coincides with the device natural frequency. However, due to the heavy 

mechanical damping, a train passing with a speed of 273.5 km/h whose its 3rd trainload 

frequency coincides with the device natural frequency is also evaluated. 

 

5.4.3 Harvesting energy from the sleeper vibration induced due to a pass-by train: numerical 

 

In this Section, a numerical investigation is carried out to determine the optimum load 

resistance to be attached to the electrical circuit and the total energy harvested by the Geophone 

SM-24, shown in Fig. 48, when it is subject to the sleeper vertical vibration due to the passage 

of an Inter-city 125 train travelling at the Steventon site with the speeds of 117.3 km/h and 

273.5 km/h. Although this transducer is not designed for energy harvesting, it is used to validate 

the model, which can then be used to determine the optimum design parameters for an energy 

harvester.  

 

5.4.3.1 The vibrating source 

 

 The sleeper vibration is generated in Matlab, for the respective train speeds, by 

substituting the Steventon site railway track parameters and the parameters of 10 passenger 

carriages of an Inter-city 125 train, given in Tabs. 7 and 2, into the analytical model given in 

Eq. (111). Examples of the sleeper vertical acceleration time-histories due to the train passing 

at the speeds of 117.3 km/h and 273.5 km/h are shown in Fig. 49. 

 

Figure 49. The sleeper vertical acceleration induced due to the passage of an Inter-city 125 train 

travelling at Steventon site with the speeds of (a) 117.32 km/h and (b) 273.5 km/h. The black 

dotted line ( ) is the complete time-history and the blue solid line ( ) comprises only the 

excitation period. 

 
Source: author. 
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5.4.3.2 Numerical optimization and energy harvested 

 

An investigation into the performance of the Geophone energy harvester when subject 

to the sleeper vertical vibration induced by a passing train. Using the Geophone SM-24, whose 

natural frequency is 9.91 Hz, an optimization is carried out to determine, from a load resistance 

range of 1  up to 1 M, the optimum load resistance, the energy harvested and the resulting 

relative displacement when the transducer natural frequency coincides with the 7th trainload 

frequency of the Inter-city 125 train passing with the speed of 117.3 km/h and when coincides 

with the 3rd trainload frequency of the Inter-city 125 train passing with the speed of 273.5 km/h. 

Substituting the sleeper vertical accelerations, shown in Fig. 49, and the Geophone 

parameters, given in Tab. 13, into Eqs. (34a) and (34b), the governing equations of motion and 

current are numerically integrated. The resulting current is substituted into Eq. (113), given by 

 

( ) ( ) ( ) ( )
0 0

2e et t

elec l l
t t

E t v t i t dt R i t dt= =  , 

 

which is then integrated over the time at which the train is inducing vibration, i.e., from 0 1.1t =

s to 8.25ft = s for a train travelling at 117.3 km/h and from 0 1.3t = s to 4.47ft = s for a train 

travelling at 273.5 km/h. The optimum load resistances together with the total harvested 

energies are shown in Tab. 14. The resulting voltage across the load resistance and the resulting 

geophone relative displacement when the optimum load resistance is attached to the energy 

harvester are shown in Fig. 50 for the train passing with the speed of 117.3 km/h and in Fig. 51 

for the train passing with the speed of 273.5 km/h. 

 

Table 14 – The numerical results for the Geophone SM-24 as the energy harvesting device 

when its base is subjected by the vibration induced due to the passage of an Inter-city 125 at 

Steventon site. 

Train speed [km/h] Target trainload frequency elecE  [J] 
,optlR  lR  [] 

, maxbX  [mm] 

117.2 7th  19.7 0.2935 1944 0.11 

273.47 3rd 116.2 0.4993 1044 0.28 

Source: author. 

 

Note from Tab. 14 that the faster train harvest more energy than the slower train. There 

are two main reasons for this. As discussed in Chapter 2 the sleeper vibration is linear related 
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to the train speed. Therefore, the faster train generates large levels of vibration than the slower 

trains. Also, as discussed in Section 1.3.3.3, due to high damping, the transducer is operating 

in the steady-state regime, which changes the target frequency from the frequency with the 

largest acceleration amplitude to the frequency with the largest velocity amplitude. For the case 

studied, the Geophone SM-24, is the 3rd trainload frequency. 

For the train passing with the speed of 117.3 km/h, it was found that with a load 

resistance of 
,opt 1944lR =  , a total energy of 19.7elecE =  J is harvested for a maximum relative 

displacement of 
, max 0.11bX =  mm. For the train passing with the speed of 273.5 km/h, it was 

found that with a load resistance of  
, opt 1044lR =  , a total of 116.2elecE =  J is harvested for 

a maximum relative displacement of  
, max 0.28bX =  mm. For both train speeds, the maximum 

relative displacement is not greater than the maximum allowable coil displacement, which is 2 

mm (ION PRODUCTS, 2009). 

 

Figure 50. The energy harvester results with an attached load resistance of 1944lR =  when 

subjected to sleeper vibration induced by an Inter-city 125 passing train with a speed of 117.2 

km/h: (a) the voltage across the load resistance and (b) the relative displacement The black 

dotted line ( ) is the complete time-history and the blue solid line ( ) comprises only the 

excitation period. 

 
Source: author. 

 

From Figs. 50 and 51 it is clear that the mechanical damping in the geophone limits the 

harvester performance. For the transducer to achieve its maximum performance, a small load 
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resistance is required, which, in terms of an equivalent load resistance damping ratio is high. 

Observe that after the base excitation ceases, the device motion, and consequently the voltage 

across the load resistance, abruptly goes to zero. Also, note that the combination of a small 

peak-to-peak voltage and a high load resistance results in a small energy harvested for both 

train speeds. 

 

Figure 51. The energy harvester results with an attached load resistance of 1144lR =  when 

subjected to sleeper vibration induced by an Inter-city 125 passing train with a speed of 273.5 

km/h: (a) the voltage across the load resistance and (b) the relative displacement. The black 

dotted line ( ) is the complete time-history and the blue solid line ( ) comprises only the 

excitation period. 

 
Source: author. 

 

5.4.4 Harvesting energy from the sleeper vibration induced due to a passing train: experiment 

 

In this Section, an experiment is performed to validate the results found in the previous 

section. The experimental setup is shown in Fig. 47. The experiment comprises of harvest the 

energy from the emulated sleeper vertical vibration, induced by a passing train, on the 

electromagnetic shaker, using the Geophone SM-24 as the electromagnetic energy harvester. 

The train is the same used in the numerical investigation and comprises of 10 passenger 

carriages of an Inter-city 125 train travelling at Steventon site with the speeds of 117.3 km/h 

and 273.5 km/h. 
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5.4.4.1 The sleeper vibration time waveform replicated on the electromagnetic shaker 

 

To emulate the sleeper vibration on the electromagnetic shaker, the dynamics of the 

system comprising the computer, the sound card, the power amplifier and the electromagnetic 

shaker, shown in Fig. 47, are removed using the compensator filter designed in Chapter 4. The 

proposed compensator filter is based on the estimated system FRF mobility. Therefore, the 

excitation signals with the system dynamic compensation are generated in Matlab by creating 

the desirable sleeper vertical velocity induced due to an Inter-city 125 train passing with the 

speeds of 117.2 km/h and 273.5 km/h and convolving it with the compensator filter. 

The compensated excitation signals with a time duration of 15 s and a sampling 

frequency of 1024sF = Hz are shown in Figs. 52 and 53 together with the measured shaker 

velocity and their desirable shaker response for the train passing with the speeds of 117.3 km/h 

and 273.5 km/h, respectively. It can be seen that the compensator filter was able to remove the 

system dynamics and emulate with a relatively good precision, the time waveform of the sleeper 

vertical vibration on the electromagnetic shaker. 

 

Figure 52. Time waveform replication of the sleeper vertical velocity induce due to an Inter-

city 125 passing with the speed of 117.3 km/h. (a) The compensated excitation signal and (b) 

the desired shaker velocity (blue solid line, ) and the measured shaker velocity (black dashed 

line, ). 

 
Source: author. 

 

 

 

 

 

 

  
 

  
 

(a) (b)

  
 
m s

  
 
m s

(
)

m s
icx

t







(
)

m
m s

bx
t









130 

 

 

Figure 53. Time waveform replication of the sleeper vertical velocity induced due to the passage 

on an Inter-city 125 with a speed of 273.5 km/h. (a) The compensated excitation signal and (b) 

the desired shaker velocity (blue solid line, ) and the measured shaker velocity (black dashed 

line, ). 

 
Source: author. 

 

5.4.4.2 The electrical circuit 

 

From the energy supplied by the sleeper vibration, only the part dissipated by the load 

attached to the electrical energy harvester circuit representative of the energy that can be 

harvested. The aim here is not to convert the sleeper vibration into electrical energy but to 

validate the energy harvesting model by measuring the voltage across the load and calculating 

its total dissipated energy. Therefore, the electrical circuits are mounted on a breadboard and 

consist of a load connected in series with the geophone and a sensor connected in parallel with 

the load. Because the geophone inductance is neglected for this application, the load is simply 

a resistor with the optimum resistance for each passing train, which is given in Tab. 14. The 

voltage across the load is measured using the acquisition system. 

For the train passing with the speed of 117.3 km/h, whose the target frequency is the 7th 

trainload frequency, the load is comprised of four resistors in series, which gives an equivalent 

resistance of 
, 1903l eqR =   An example of this electrical circuit is shown in Fig. 54(a). For the 

train passing with the speed of 273.5 km/h, whose the target frequency is the 3rd  trainload 

frequency, the load is comprised of two resistors in series, which gives an equivalent resistance 

of 
, 1173l eqR =   An example of this electrical circuit is shown in Fig. 54(b). Note that both 

load resistances are slightly different from the optimal found in Tab. 14. This is due to the 

difficulty of finding the equivalent resistance for that value. 
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Figure 54. The schematic of the energy harvester electrical circuit to scavenge the maximum 

energy for the train with a speed of (a) 117.3 km/h with a 
, 1903l eqR =   and (b) 273.5 km/h 

with a 
, 1173l eqR =  . 

 
Source: author. 

 

5.4.4.3 The harvested energy from the sleeper vibration emulated on an electromagnetic shaker  

 

When the system shown in Fig. 47 is excited with the compensated excitation signals, 

given in Figs. 52(a) and 53(a), the electrodynamic shaker behaves similar to the sleeper, 

inducing the sleeper vibrations due to a passing train, to the base of the transducer. The 

measured voltage across the load resistances are shown in Fig. 55 for the train passing with the 

speed of 117.3 km/h and Fig. 56 the train with the speed of 273.5 km/h. 

Substituting the resulting voltages and its corresponding load resistances into the energy 

harvested equation, given by 
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and calculating the integral from 0 1.1t = s to 8.25ft = s for a train with the speed of 117.3 km/h 

and from 0 1.3t = s to 4.47ft = s for a train with the speed of 273.5 km/h, the total harvested 

energy by the Geophone SM-24 is given in Tab. 15. 
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Figure 55. The voltage across the optimum load resistance, 
, 1903l eqR = , when the energy 

harvester is subjected to the sleeper vertical vibration induced due to an Inter-city 125 train 

passing with the speed of 117.3 km/h. The black solid line ( )  is the voltage predicted by the 

numerical investigation and the blue dotted line ( )  is the measured. 

 
Source: author. 

 

Figure 56. The voltage across the optimum load resistor, 
, 1173l eqR = , when the energy 

harvester is subjected to the sleeper vertical vibration induced due to an Inter-city 125 train 

passing with the speed of 273.5 km/h. The black solid line ( )  is the voltage predicted by the 

numerical investigation and the blue dotted line ( )  is the measured. 

 
Source: author. 

 

Table 15 – The harvested energy by the linear electromagnetic transducer subject to the sleeper 

vibration due to a passing train emulated in a laboratory-based system. 

Train speed [km/h] Target trainload frequency ,measelecE  [J] lR  [] ,predictelecE  [J] ,optlR  [] 

117.2 7th  19.3 1903 19.7 1944 

273.47 3rd 113.3 1173 116.2 1144 

Source: author. 

 

It can be seen in Figs. 55 and 56 that the measured voltages across the equivalent load 

resistances are similar to the voltages predicted by the numerical model. Moreover, it is shown 
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in Tab. 15, that the total harvested energies are approximately the same to those predicted by 

the numerical model. The small differences observed are believed to be due to the emulation of 

the sleeper vibration on the electromagnetic shaker, which is not precise, and due to the small 

difference between the required load resistance and that used. 

From the sleeper vibration induced due the passage of an Inter-city 125 train travelling 

at Steventon site with a speed of 117.3 km/h, whose the 7th trainload frequency coincides with 

the transducer undamped natural frequency, the Geophone SM-24 with a load resistance of 

, 1903l eqR =  was able to harvest 19.3J of energy. Due to the passage of the Inter-city 125 

with a speed of 273.5 km/h, the Geophone SM-24 with a load resistance of 
, 1173l eqR =  was 

able to harvest 113.3J of energy. 

 

5.5 CONCLUSIONS 

 

This Chapter has investigated the linear electromagnetic energy harvester to scavenge 

energy from the sleeper vibration induced due to a passing train. It was found that the maximum 

energy is harvested when the transducer equivalent damping ratio is set to be very small and its 

natural frequency coincides with the frequency where there is the largest acceleration. However, 

if the equivalent damping ratio is high, the device may be operating in a different regime than 

the transient and its best performance may occur at a natural frequency different from the 

frequency with the largest acceleration amplitude. Moreover, it was shown that the harvested 

energy is directly proportional to the size of the suspended mass. However, the increase in mass 

increases the dissipated energy by the internal coil resistance and also increases the maximum 

relative displacement, which may be a limiting factor to the transducer. 

Additionally, in this Chapter, an experimental setup was proposed to harvest the energy 

from the sleeper vibration induced due to a passing train emulated on a laboratory-based system 

with the aim to validate the energy harvester model. The sleeper vibration induced due to an 

Inter-city 125 train passing at Steventon site with the speeds of 117.3 km/h and 273.5 km/h 

were emulated on an electromagnetic shaker and used to excite the base of a Geophone SM-24, 

used as the energy harvester transducer. The experimental results were found to be 

approximately the same as the results found numerically. For the energy harvester subjected by 

the vibration induced due to the train with the speed of 117.3 km/h, it was found that a load 

resistance of 1903  was able to harvest 19.3 J of energy. For the energy harvester subjected 
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by the vibration induced due to the train with the speed of 273.5 km/h, it was found that a load 

resistance of 1173  was able to harvest 113.3 J of energy. 
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6 FINAL REMARKS 

 

This thesis has presented a study into the harvesting of energy from sleeper vibration 

due to a passing train. It consists of six chapters, the summaries of which are given below. The 

detailed conclusions are given at the end of each chapter, and these are also summarised in this 

chapter. 

Chapter 2 described an investigation into why the highest amplitude of the sleeper 

vertical acceleration due to the passage of a train is generally the 7th trainload frequency. A 

simple infinite Euler-Bernoulli beam resting on a Winkler foundation has been used to develop 

the quasi-static model of a train moving along a track in the time and frequency domains.  

A general conclusion from the work in Chapter 2 is that the spectrum due to the passage 

of one wheel is only dependent on the track features which act as a bandpass filter, restricting 

the quasi-static vibration at low frequencies. However, it is the wheel spacing in a bogie that is 

of particular importance, as this partitions the bandpass filter effect into two frequency ranges, 

and in general, it is the highest of these ranges in which the largest acceleration amplitude 

occurs. In the case of an extremely soft track support stiffness then it is possible, in principle at 

least, for the largest amplitude to occur below the 4th trainload frequency, typically at the 3rd. 

Chapter 3 described an investigation to determine the best electromechanical transducer 

to harvest the low excitation frequencies, induced due to a passing train, and an approximate 

analytical model for the energy dissipated by the load resistance attached to the transducer. A 

two-port network model was used to characterize the linear SDOF mass-spring-damper 

electromagnetic and piezoelectric energy harvesters. It was found, from a simple comparison, 

that at low frequency the electromagnetic transducer has a better performance than the 

piezoelectric transducer. 

An approximate analytical model for the energy dissipated by the load resistance 

attached to an electromagnetic transducer due to time-limited excitation has been derived by 

incorporating the analogous electrical dampers into the equation found in (Gatti et al. 2016) 

and used to investigate the optimum load resistance. In general, it was shown that the 

mechanical damping and the internal coil resistance has a detrimental effect to reduce the 

harvester performance. In order to harvest the maximum energy introduced from the vibrating 

source, an ideal transducer, i.e., with no mechanical damping and no internal coil resistance, 

with a small load resistance damping ratio (large load resistance) is required.  
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Chapter 4 has investigated the replication of the sleeper vertical vibration, induced due 

to the passage of a train, in a laboratory-based system. A methodology to design, in the time 

domain, a filter which removes the dynamics of the system in which the filter is applied was 

presented and a laboratory-based system to emulate the sleeper vertical vibration in the 

electrodynamic shaker was proposed. The experimental test showed good agreement between 

the desirable and the measured time waveforms. In addition, it has been shown that the lower 

frequency of actuation of the compensator filter is of 3 Hz, which allowed the 7th trainload 

frequency of the sleeper vibration induced by slowest trains capable to be replicated. 

Chapter 5 has investigated, numerically and analytically, the performance of a linear 

electromagnetic energy harvester when subjected to the sleeper vibration, induced due to a 

passing train, into determining the device optimum parameters and the total harvested energy. 

In general, the analytical investigation showed similar results as the numerical. It was 

found that the transducer maximum performance occurs with the device operating in the 

transient regime and the maximum energy harvested by the load resistance occurs when the 

transducer is tuned to the frequency with the largest acceleration amplitude. The optimal load 

resistance damping ratio was found to be small, which result in large load resistance. It was 

shown that more energy is harvested for a larger mass. It was also shown that the internal coil 

resistance has a detrimental effect to reduce the harvester efficiency and its effect is more 

pronounced when the size of the suspended mass is large. When the mechanical damping is 

high, it was shown that the transducer is no longer in the transient regime and the load resistance 

harvest the maximum energy when the transducer is tuned to the frequency with the largest 

velocity amplitude. The energy harvester model was validated using a geophone 

electromagnetic transducer to harvest the energy from the sleeper vertical vibration induced by 

a passing train emulated in a laboratory-based system. 

 

6.1 RECOMMENDATION FOR FUTURE WORK 

 

From the studies and conclusions presented in this thesis, the following future work may 

be suggested: 

 

• To design a prototype of a linear electromagnetic energy harvesting device with small 

mechanical damping to fully validate the energy harvester model; 
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• To investigate the effects of introducing an electrical circuit to convert the alternating 

current to the direct current and determine how much energy can be stored from the 

sleeper vibration induced due to a passing train; 

• To develop a statistical model to predict the railway speed line trends to investigate the 

robustness of the energy harvester; 

• To improve the laboratory-based system by reducing the lowest frequency of actuation 

which would allow the sleeper vertical vibration waveform induced by slowest trains 

able to be replicated; 

• To investigate the non-linearity in transducers to broadband the device target frequency 

improving the energy harvester performance. 
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APPENDIX A 

 

In this appendix, the set of sleeper vertical acceleration measurements induced by an 

Inter-city 125 composed of 2 power cars and 8 passenger cars passing at speeds of 162 km/h, 

178 km/h, 195 km/h and 200 km/h, is presented. The time-histories and the power spectral 

densities are shown in Fig. A1(a) and (b) respectively. At the top of Figs. A1(b) there is another 

axis representing the trainload frequencies, i.e. the frequency normalized by the ratio between 

length of the carriage and the train speed. 

 

Figure A1. Sleeper vertical acceleration (a) time-history; and (b) Power Spectral Density (at the 

top there is another axis corresponding to frequency normalized by the ratio between train speed 

and passenger carriage) due to the passage of an Inter-city 125 at different speeds: (i) 162 km/h; 

(ii) 178 km/h; (iii) 195 km/h; and (iv) 200 km/h. 

 

Source: author. 
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