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Abstract

Pervasive penetration of distributed energy resources (DERs), usually constituted
by renewable energy sources and/or storage systems along with their interfacing in-
verters, are pushing AC electrical grids toward a power electronics-based paradigm.
Although the presence of DERs in power grids brings more flexibility of operation
and the decentralization of energy generation allows us to obtain more efficient power
dispatch, it is imperative to achieve proper control over the existing inverters to sup-
port the synergistic integration of multiple electric apparatuses. This is particularly
true from the perspective of inverter-dominated AC microgrids (MGs), which rely on
the implementation of coordination strategies to adequately exploit DERs to support
controlled power dispatchability, power quality interventions, as well as accessibility
to energy markets.

Within such a context, this thesis presents a coordinated control strategy capable
of supporting multiple operation modes for transactive AC MGs through a model-
free, plug-and-play and topology-independent steering of inverters. Such a control
approach, namely Generalized Current-Based Control (GCBC), is capable of accom-
modating inverters of assorted operational natures, being of a dispatchable (d-DER) or
non-dispatchable (nd-DER) nature, relying on a centralized unit and on low-bandwidth
communication links. By flexibly coordinating DERs, the strategy supports the imple-
mentation of active current sharing among inverters, also endowing compensation of
reactive currents, as well as offering distributed and selective harmonic mitigation. In
addition, the control approach is capable of coping with intermittent energy generation
profiles, which are typical of nd-DERs. As another feature, the proposed coordination
strategy provides proportional current sharing without being affected by line imped-
ance parameters, in contrast to the conventional droop control method. Above all, the
GCBC strategy is capable of managing an interconnected MG to operate as a single
controllable entity, providing full controllability over its power dispatch to an upstream
grid, allowing it to trade energy services in transactive energy markets.

The merits of the GCBC strategy are thoroughly assessed throughout this thesis
by means of simulation and experimental results, based on multiple MG prototypes
focusing on the low-voltage (LV) perspective, ensuring that the method is feasible
for implementation in real-life applications. Numerous MG scenarios are evaluated,
such as under limited power capabilities, considering the presence of non-ideal voltage
waveforms, as well as upon communication issues, ensuring that the GCBC approach
endures operation under adverse conditions. Moreover, it is experimentally demon-
strated that the method is also capable of improving voltage quality in weak LV MGs

5



6

of homogeneous features, as an indirect outcome of the proportional sharing of non-
active currents.

Lastly, advanced control functionalities are devised by flexibly adapting the GCBC
strategy, endowing LV MGs with the capacity to shape their operation to behave as
a variable and selective resistor, which supports a more efficient operation of the dis-
tribution grid and favors the damping of harmonic resonances. As another advanced
functionality, distributed compensation of active and reactive unbalanced currents is
also possible, based on concepts from the Conservative Power Theory. Moreover,
voltage regulation can be ensured for the MG by means of an automatic scheme in-
corporating the GCBC, allowing the possibility to concomitantly increase energy ex-
ploitation from nd-DERs. Finally, considerations on the integration of optimization
methods highlight that further capabilities can be formulated upon the adoption of the
GCBC strategy.



Sammendrag

En omfattende integrasjon av distribuerte energikilder (DERer), som består av
fornybare energisystemer med tilhørende omformere, representerer et paradigmeskifte
for AC strømnett i form av økt bruk av kraftelektronikk. Selv om bruken av DERer
i lavspenningsnettet muliggjør en mer fleksibel drift av nettet, og desentralisering av
energikildene tillater en økt effektivitet, er det helt avgjørende å ha tilstrekkelig kon-
troll over eksisterende omformere for å utnytte potensialet i dem. Dette gjelder særlig
for omformerdominerte mikronett, som er avhengige implementering av koordinerte
strategier for å utnytte DERer til kontrollert kraftregulering, forbedring av spenning-
skvalitet, samt tilgjengelighet til elektrisitetsmarkedet.

Denne avhandlingen presenterer en koordinert reguleringsstrategi for mikronett.
Strategien kan levere flere systemtjenester, og reguleringen legger til rette for plug-
and-play av omformere, uavhengig av topologien til nettet. Denne strategien, kalt Gen-
eralized Current-Based Control (GCBC), kan integrere omformere basert på både reg-
ulerbare (d-DER) og ikke-regulerbare (nd-DER) energikilder. Strategien er avhengig
av en sentralisert kontrollenhet samt et kommunikasjonssystem med lav båndbredde.
Ved hjelp av fleksibel koordinering av DERer støtter strategien deling av aktive strøm-
mer mellom omformere, kompensasjon av reaktive strømmer, samt tilbyr distribuert og
selektiv harmonisk demping. I tillegg kan strategien håndtere intermitterende energi-
produksjonsprofiler, som er typiske for nd-DERer. I motsetning til den konvensjonelle
statikk-metoden er den foreslåtte strategien også i stand til å gi proporsjonal strømdel-
ing uten å være påvirket av linjeimpedansparametere. Fremfor alt er GCBC-strategien
i stand til å styre et sammenkoblet mikronett for å fungere som én enkelt kontrollerbar
enhet, samt å ha full kontrollerbarhet over kraftutvekslingen med et overliggende nett,
slik at mikronettet kan handle energitjenester i bilaterale energimarkeder.

Aspektene ved GCBC-strategien blir grundig gjennomgått i denne avhandlingen
ved hjelp av simulering og eksperimentelle resultater, basert på flere lavspente (LV)
mikronett-prototyper, for å sikre at metoden er mulig å implementere i ekte applikas-
joner. Flere mikronett-scenarier blir evaluert, for eksempel ved begrenset effekt, under
ikke-ideelle spenningsforhold, samt ved kommunikasjonsproblemer. Dette sikrer at
GCBC-strategien fungerer også under ugunstige forhold. Videre er det eksperimentelt
demonstrert at metoden er i stand til å forbedre spenningskvaliteten i svake LV mik-
ronett, noe som er et indirekte resultat av proporsjonal deling av ikke-aktive strømmer.

Til slutt utvikles avanserte kontrollfunksjoner ved fleksibel tilpasning av GCBC-
strategien, hvilket gir LV mikronett muligheten til å oppføre seg som en variabel og
selektiv motstand, som støtter en mer effektiv drift av distribusjonsnettet og bidrar til
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demping av harmoniske resonanser. En annen avansert funksjonalitet er distribuert
kompensasjon av aktive og reaktive ubalanserte strømmer, basert på konsepter fra
«Conservative Power Theory». Videre kan spenningsregulering utformes for mik-
ronettet ved hjelp av en strategi som inkluderer GCBC, slik at man samtidig kan
øke energiutnyttelsen fra nd-DERer. Betraktninger rundt integrering av optimaliser-
ingsmetoder fremhever at ytterligere funksjonalitet fortsatt kan legges til ved bruk av
GCBC-strategien.



Resumo

A contínua expansão do uso de recursos energéticos distribuídos (REDs), normal-
mente constituídos de fontes de energia renovável e/ou sistemas de armazenamento
com seus respectivos inversores de potência, tem incorporado a eletrônica em potência
como panorama para redes elétricas CA. Embora a presença de REDs em tais redes
traga maior flexibilidade de operação e a descentralização da geração de energia pos-
sibilite despacho de potência mais eficiente, é essencial que se imponha um controle
adequado sob inversores para garantir uma operação harmoniosa com os múltiplos
dispositivos elétricos existentes. Tal requerimento é de particular importância em mi-
crorredes CA com alta imersão de inversores, as quais requerem a implementação de
estratégias de controle coordenado para adequadamente explorar REDs, visando obter
controlabilidade perante despacho de potência, intervenções para melhoria da qualid-
ade da energia, e também acessibilidade a mercados de energia.

Dentro de tal contexto, esta tese de doutorado apresenta uma estratégia de con-
trole coordenado capaz de prover múltiplos propósitos operacionais para microrredes
CA com características transativas. Tal abordagem rege a operação de inversores sem
necessitar conhecimento prévio das características da microrrede, independentemente
da topologia elétrica, e ofertando operacionalidades plug-and-play. Esta estratégia,
nomeada Generalized Current-Based Control (GCBC), é capaz de acomodar inver-
sores de características diversas, sendo de natureza despachável (d-RED) ou não-
despachável (nd-RED), com base em uma unidade centralizadora e em canais de
comunicação de banda estreita. Através da coordenação flexível de REDs, a es-
tratégia suporta a implementação de compartilhamento de correntes ativas, tão bem
quanto a compensação de correntes reativas, além da mitigação distribuída e seletiva
de harmônicos. Ademais, a estratégia de controle é complacente com perfis intermit-
entes de geração de energia, os quais são comuns em nd-REDs. Além disso, outra
vantagem se refere à capacidade de prover compartilhamento de correntes entre in-
versores de forma proporcional às suas capacidades, sem interferência das caracter-
ísticas de impedâncias de linha, diferente do método convencional de controle droop
(i.e., controle por inclinação). Acima de tudo, a estratégia GCBC é capaz de geren-
ciar uma microrrede CA interconectada para operar como uma entidade única con-
trolável, provendo controlabilidade total sob seu despacho de potência para a rede de
distribuição, permitindo a negociação de serviços energéticos em mercados de energia
transativos.

Os méritos da estratégia GCBC são amplamente avaliados ao longo desta tese,
por meio de simulação e resultados experimentais, com base em múltiplos protótipos

9



10

de microrrede com foco em baixa tensão, garantindo que o método é viável a imple-
mentações práticas reais. Diversos cenários de microrrede são analisados, tal como sob
limitação de capacidades de potência, considerando a presença de tensões não ideias, e
também perante complicações relacionadas à comunicação de dados, certificando que
a estratégia GCBC é capaz de operar sob condições adversas. Ainda, demonstra-se at-
ravés de resultados experimentais que o método de controle é capaz de prover melhoria
da qualidade da tensão em microrredes fracas de baixa tensão que apresentam carac-
terísticas homogêneas, como um resultado indireto do compartilhamento proporcional
de correntes não ativas.

Finalmente, funcionalidades de controle avançadas são flexivelmente derivadas
com base na abordagem GCBC, possibilitando que uma microrrede seja capaz de
modelar sua operação para se comportar como um resistor variável e seletivo, o qual
suporta uma operação mais eficiente da rede de distribuição, ainda favorecendo o
amortecimento de ressonâncias harmônicas. Como outra funcionalidade avançada,
compensação distribuída de correntes ativa e reativa de desbalanço pode ser também
ofertada, com base em conceitos advindos da Teoria de Potência Conservativa. Ade-
mais, regulação de tensão pode ser implementada para microrredes, com base em um
esquema de controle automático incorporando a estratégia GCBC, possibilitando ainda
uma exploração de energia aprimorada para nd-REDs. Por último, considerações sob a
integração de métodos de otimização também ressaltam que funcionalidades adicion-
ais podem ser formuladas com base na adoção da estratégia GCBC.
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Chapter 1

Introduction

1.1 Background and Motivation
Decarbonization is a growing trend in the energy sector [1], and renewable energy

generation plays a vital role in supporting such an energy transition [2], pushing elec-
tric power systems toward new operational and economic paradigms [3]. The imme-
diate request to integrate renewable energy sources (RESs) into electrical grids is tied
to benefits, such as the decentralization of generation, which increases the reliability
in power dispatch [4]. In addition, integration of RESs provides a more diverse en-
ergy matrix that favors economic gains [5]. Nevertheless, as the proliferation of RESs
increases, previously unknown technical and policy-related challenges arise [6], de-
manding research into new operational and regulatory strategies [7] for electric power
systems.

Typically, RESs are small-scale energy generators that operate interconnected to
electrical grids, by means of power electronic converters. Such an incorporation of
power interfacing devices to RESs is part of the concept of distributed energy resources
(DERs) [8]. In fact, DERs may also comprise energy storage systems (ESSs), and
other complementary embedded technologies and functionalities, such as communic-
ation interfaces and remote control capabilities [9]. Hence, although RESs are in the
spotlight of the actual energy transition [3], their potential benefits to electric systems
cannot be fully exploited without the conceptualization of DERs.

In AC electrical systems, DC-AC power converters (i.e., so-called inverters) are
the main electronic units of DERs in relation to the provision of controlled power
conversion from RESs (e.g., photovoltaic- (PV) and wind-based generators), as well as
from ESSs. A schematic of an inverter-based DER connected to an AC power system is
depicted in Fig. 1.1. Converting power through inverters is possible due to their power
electronics infrastructure [10], which allows the possibility to modulate voltage and
current waveforms through the commutation of power switches. Concomitantly, the
control algorithms embedded to such inverters are the ones responsible for dictating the
operational features of DERs [11], adapting their voltages and currents according to
energy generation and grid quantities. For instance, DERs can be managed to pursue
local or global goals [12], leading to enhanced operation at their particular electric
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Figure 1.1: Schematic of a DER composed of a RES or ESS, and its inverter connected to an
AC distribution system.

nodes, or at their entire interconnected grid, respectively.

Conventional inverters existing within DERs are commonly designed to only pro-
cess active power, providing a dispatch of RESs’ generated energy to the electrical
grid. However, in recent years, led by the trend for Smart Grids (SGs) [12, 13], the
concept of smart inverters has enlightened new perspectives on the purpose of such
equipment [14, 15]. Beyond the provision of active power conversion, smart invert-
ers (also called multifunctional inverters) offer the possibility to employ their rated
capabilities in services related to power conditioning and grid support [16]. Thus,
flexible implementation of power quality interventions, and more sophisticated power
distribution planning strategies have become possible [17].

To implement such a perspective, the control flexibility of inverter-based DERs can
be exploited to offer ancillary functionalities, such as voltage support to the grid [18],
compensation of power oscillations and unbalanced currents [14], mitigation of react-
ive and harmonic components [19], and many others [15]. Moreover, since information
and communication technologies (ICTs) are intrinsic to SGs, communication features
are becoming compulsory for inverters [8]. This consequently allows them to support
remote control and interoperability, while broadening their applications to scenarios
of cooperative and coordinated operations [14, 20].

As more and more multifunctional abilities are being incorporated into electrical
grids, especially from the perspective of low-voltage (LV) power systems, the locally-
oriented operation of inverters is doomed to become obsolete. This occurs because
operation of DERs under individualized perspectives (i.e., purely local) does not take
into account the status of other equipment or the overall needs of the grid. Moreover,
non-coordinated DER actions may interfere with the proper functioning of their neigh-
boring inverters [21], as well as impairing grid stability [22]. To corroborate such un-
desired effects of interacting DERs, one can observe issues like the multi-timescale
coupling among their control loops [23], and the generation of circulating currents
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caused by the lack of synergy during their parallel operation [21].

On the other hand, as reinforced in [23], if proper coordination among multifunc-
tional inverters is formulated, more reliability and robustness can be achieved from
both local and global operational perspectives. Thus, the coordinated control of DERs
not only offers enhanced use of inverters’ power capabilities, but also decreases the un-
desired side-effects of their local functioning. Furthermore, proper coordination of an-
cillary services devised by smart inverters dispersed over AC grids can even optimize
the profitability of prosumers (i.e., DERs’ owners that also comprise local consump-
tion) [24]. Moreover, this also supports the offering of energy management features to
benefit entities at power system levels [25].

The importance of coordinating inverters is further evidenced in the so-called weak
grids, which are power systems comprising low short-circuit ratio and small inertia
constant [26]. In such a scenario, the significant presence of DERs potentially affects
the grid capability to maintain steady and compliant voltage profiles. Consequently,
this results in a chain effect that may interfere with the adequate operation of loads and
grid-tied converters [26], as well as potentially lead to the propagation of non-idealities
(e.g., harmonic distortions) [27] to adjacent distribution grids [28].

This condition is particularly frequent, and critical, in weak microgrids (MGs),
which are defined by [29] as power systems that: i) present clearly established elec-
trical boundaries; ii) comprise a considerable amount of loads and interconnected
DERs; iii) have the capability to act as a single controllable entity, with respect to
its point-of-connection (PCC) with an upstream grid (see Fig. 1.1); and that iv) are
able to operate both interconnected and islanded (i.e., under autonomous mode [30]).
Given all the particularities of MGs, their design, operation and management have
been extensively explored in the literature [31, 32, 33, 34], often converging on the
conclusion that proper coordination of DERs is imperative.

Since ICT is being widely incorporated into the infrastructure of electric grids,
along with the fact that MGs can be interpreted as individual entities, smartness can
also be extended to how such systems behave and operate. Smart MGs, for instance,
are systems that are intelligently self-sufficient (i.e., internally exploiting their re-
sources to be fully independent) [35]. Moreover, they are capable of dynamically
interacting with external agents to optimize internal and external financial and opera-
tional objectives [36].

As a result, if a smart MG is flexibly modeled and managed to act according to
market and technical requirements, it can accordingly take part in controlled energy
transactions [37]. Hence, smart MGs possess the means to interact with external agents
(e.g., the distribution system operator (DSO), aggregators or other MGs) to trade
market-regulated energy services. Among the examples of such services provided
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by LV MGs, one can find controllable power dispatchability [25], and power quality
support to achieve more robust operation of distribution grids [38].

The summary presented in Fig. 1.2 represents the scalable complexity of how the
context of RESs and SGs is impacting on how equipment (such as inverters) and power
systems (such as MGs) are evolving and interacting with other entities. It can be noted
that, although each of the previous discussions may be seen as an independent topic,
all concepts are fundamental pieces of the overall infrastructure of real SGs. Although
the practical model of SGs is complex, extending from consolidated concepts like
automation and digitalization, up to emerging ideas such as the energy internet [39], it
can be first realized by intelligently operating equipment that supports basic principles,
such as interoperability.

The background of this PhD thesis is also immersed within the multidisciplinary
context found in Fig. 1.2. By assimilating different SG concepts, the scope of this
thesis encompasses the idea of how multiple technological principles (e.g., smart in-
verters, coordinated control, energy services) can be integrated to obtain the flexible
operation of MGs. Beyond basic management features, the consideration of non-ideal
operational conditions is also of interest to this thesis, not to mention the importance
of accounting for market-oriented applicability. Thus, in summary, the grounds of this
thesis take into consideration the employment of smart inverters as potential tools to
improve the management of MGs, under diverse operational conditions, also invest-
igating possibilities to broaden the provision of ancillary energy services focusing on
the LV perspective.

DERs

✓  Decarbonization

✓  Renewables → RESs

✓  Energy Storage → ESSs

Smart Inverters

✓  Power Conversion

✓  Ancillary Services

✓  Remote Control

Smart Microgrids

✓  Power Dispatchability

✓  Ancillary Support

✓  Coordination of DERs

✓  Energy Services

✓  Transactive Control

MG 
Apparatus

PCC

✓  ICT

✓  Automation

✓  Digitalization

✓  Interoperability

✓  Energy Internet

✓  Energy Management

✓  ...

Smart Grids (SGs)

Figure 1.2: Background context of DERs, smart inverters and MGs within the scenario of
SGs.
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1.2 Main Goals and Contributions

1.2.1 Main Goals of the PhD Thesis

This PhD thesis is grounded in the perspective of a smart AC MG comprising a
significant amount of DERs of different natures, considering that their inverters have
the capability to operate as multifunctional devices offering ancillary services. The
targeted scenario holds homogeneous features, indicating that DERs, loads and line
impedances are fairly evenly distributed throughout the MG. In addition, since a MG
acts most of the time under the interconnected mode [5], this thesis also focuses on the
features of its operation as a single-controllable entity, assessing how it can contribute
to the support of an upstream distribution network.

Based on the above-mentioned conceptualization, the major objective of this thesis
is to develop a coordinated control strategy to allow transactive and multi-purpose
steering of DERs dispersed over an AC MG, focusing on the LV perspective. The
transactive control aspect of such a strategy [40] is intended to support the possibility
for the MG to trade energy services with external agents. Consequently, the flexibility
to achieve market-oriented management over active power dispatchability, in addition
to the extended provision of ancillary services, is offered. Furthermore, the proposed
multi-purpose feature relates to the fact that, beyond providing controllable power
extraction from DERs, distributed compensation of unwanted current components, as
well as voltage regulation, can be pursued.

Another goal of this thesis is to ensure that the proposed coordination of inverters
is valid under non-ideal operational scenarios, such as non-sinusoidal voltages, abnor-
mal voltage scenarios, as well as under ICT-related issues. Such goals imply that, by
providing flexible steering of DERs in a MG, both local and global objectives related
to power exploitation, power quality, grid support, and market-oriented actions can be
obtained.

The main goals of this thesis are explicitly highlighted as follows. They specify the
idea of developing a coordinated control strategy that grants:

1. Model-free formulation and flexible implementation

In order to deploy the strategy, features that facilitate its real implementation are
desirable, for the sake of practicality and commercial attractiveness. Hence, a
goal is set by developing a strategy that is: i) topology independent, ii) model-
free, and iii) plug-and-play.

The topology independence of the strategy strives to make it applicable to AC
MGs, regardless if they are based on single- [41], three-phase, or other poly-
phase circuits [42]. The model-free aspect implies that knowledge of MG para-
meters (e.g., line impedance characteristics, location of DERs or loads, features
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of transformers, etc.) are not essential for the adequate and proportional steering
of DERs [43]. In addition, the plug-and-play feature relates to the self-adjusting
capability of the control strategy to dynamically rearrange the coordination of
inverters during changes in the MG;

2. Adjustable active power conversion

Since the main purpose of DERs is to inject active power into grids, it is import-
ant to achieve controllability over such functionality. Thus, energy exploitation
can efficiently occur without affecting grid performance. Additionally, as power
generation profiles may be intermittent or limited, variability in the local op-
eration of DERs should be supported. Lastly, DERs of a dispatchable (e.g.,
endowing ESSs) and non-dispatchable (e.g., PV- or wind-based) nature may ex-
ist (i.e., herein denoted as d- and nd-DERs), so that the strategy must cope with
their synergistic operation;

3. Distributed compensation of unwanted currents

In AC MGs, reactive, harmonic and unbalanced current components are tied
to the lowering of energy efficiency and deterioration of power quality [27].
Hence, the control strategy intends to exploit dispersed inverters to also provide
distributed compensation of reactive currents, as well as selective mitigation of
harmonics. The compensation of unbalanced currents is also considered for
particular implementations;

4. Operation upon adverse scenarios

In general, LV MGs are known to be weak systems, in which voltage waveforms
cannot always be ideal (i.e., sinusoidal with constant magnitude). Consequently,
the goal of ensuring that the proposed coordinated control strategy presents ro-
bust operation under non-ideal scenarios is accounted for. In particular, this
thesis presents an assessment of the control approach upon scenarios of distor-
ted voltages, as well as considering voltage ride-through challenges. Another
research target is to demonstrate the features of the strategy under the occur-
rence of ICT-related issues, such as faulty communication links and delays in
data transmission;

5. MG dispatchability and support to transactive control

The key factor in the MG participation in energy transactions [37] is the ability
to achieve full power dispatchability. This thesis has the objective of demon-
strating that, by adequately coordinating DERs, the energy flow at the MG PCC
can be regulated to achieve decoupled active, reactive and harmonic control-
lability. Consequently, access to market-oriented transactions of active power
flow is individually possible. In addition, the reactive and harmonic power flow
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control at the PCC can support the planning of power dispatch for the upstream
grid and provide high power factor operation, respectively, being interpreted as
marketable energy services. Finally, full controllability over active and non-
active currents at the PCC also offers the possibility for the MG to operate under
self-consumption mode [44] (i.e., neither depending on the upstream grid, nor
significantly affecting its operation).

6. Voltage regulation capability

While exploiting DERs in distribution systems, it is important to ensure that
voltage profiles are maintained within acceptable ranges [8], foremost in the
internal nodes of the MG. With this in mind, this thesis also strives to develop
a coordinated control strategy that sustains the regulation of voltage profiles, if
overvoltage conditions occur internally to the MG. The availability of several
DERs to contribute to voltage regulation is also taken into account.

7. Experimental validations

Since the development of the coordinated control strategy reaches the power
electronics layer, it is important to validate the applicability of the proposed
functionalities to real-life implementations. As a result, beyond demonstrating
computational simulations, laboratory scale prototypes have been set up to ex-
perimentally assess the performance of the coordination approach.

1.2.2 Contributions of the PhD Thesis

This thesis explicitly presents the following scientific and nonscientific contribu-
tions, which are also evidenced by the scientific publications presented in Section 1.3:

Scientific Contributions

1. The development of a centralized strategy that provides multi-purpose coordin-
ated control of inverters in transactive MGs. The coordination approach, so-
called Generalized Current-Based Control (GCBC), is formulated based on the
analysis of electrical currents flowing within the MG, also considering power ex-
change interactions with the upstream distribution grid at the PCC. The GCBC
encompasses all the features previously explained in Section 1.2.1 for goal 1,
while also endowing control capabilities to achieve goals 2 to 5.

2. A systematic assessment of the features of the proposed coordination approach
is realized, by means of computational simulations and extensive experimental
work, being carried out on multiple simulation testbenches and laboratory-scale
MG prototypes. Beyond evaluating non-ideal scenarios of operation, compar-
ative studies with another well-known coordination strategy (i.e., droop control
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[31]) are conducted to highlight the particularities and contributions of the pro-
posed method;

3. An innovative approach is proposed to devise a resistive shaping for the PCC
of an interconnected MG, considering that the upstream distribution grid oper-
ates while suffering from distorted voltages. The method provides high power
factor operation and, upon the existence of resonant components, it supports
harmonic resonance damping, which minimizes deterioration of voltage quality.
In addition, the control approach holds improved performance when compared
to strategies that aim to fully mitigate harmonic currents;

4. A method to steer DERs to achieve distributed and decoupled compensation of
unbalanced currents in MGs, without requiring the implementation of virtual
impedance control loops [31], nor the extraction of sequence components. Such
an approach incorporates the Conservative Power Theory (CPT) [45] for gener-
ating reference currents for the compensation purposes;

5. Taking advantage of the MG power dispatchability, an automatic voltage reg-
ulation scheme is formulated. It is demonstrated that the energy exploitation
of non-dispatchable inverters can be enhanced without optimization algorithms,
while ensuring that overvoltage conditions are mitigated internally to the MG.
This occurs by the synergistic active and reactive power control of d- and nd-
DERs. Additionally, the proposed strategy allows the possibility to integrate
DERs into voltage regulation regardless of their location in the MG;

6. An extended outlook on the power dispatchability of transactive MGs is presen-
ted, demonstrating that multiple ancillary services can be provided. Moreover,
a transactive control framework for MGs is designed, relying on the steering
of DERs to offer the flexible provision of energy services in the power system
level, thus supporting accessibility to electricity markets.

Nonscientific Contributions

1. Two main contributions relate to UNESP/Sorocaba-Brazil. The first one con-
cerns the implementation of two experimental MG prototypes being: i) one
composed of three-phase inverters; and ii) one devised by the realization of tech-
nical improvements in a previously existent single-phase platform. Beyond the
fact that both testbenches can be used in future research, they lead to the second
contribution, which is the incorporation of these experimental infrastructures
into the activities executed for the thematic project "Interdisciplinary Research
Activities in Electric Smart Grids" [46], which is funded by FAPESP;

2. Two last contributions relate to NTNU/Trondheim-Norway. This PhD thesis
is also a direct outcome of the "Norwegian-Brazilian Collaboration on
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Power Theories and Cooperative Control for Renewable Energy Integration
(NB_POCCREI)" project [47], which was funded by the the Research Coun-
cil of Norway. Additionally, the interactions resulting from this thesis led to a
Cotutelle agreement for a double degree PhD, taking part in strengthening the
scientific cooperation between NTNU and UNESP.

1.3 List of Publications
During the three-year period of this PhD project, the main scientific findings have

been published in the following journal and conference articles. Such publications
present results obtained as a direct outcome of this PhD research, also comprising
additional contributions in correlated topics.

Journal Papers:

J.1) A. M. S. Alonso, D. I. Brandao, E. Tedeschi, and F. P. Marafao, “Resistive
Shaping of Interconnected Low-Voltage Microgrids Operating Under Distorted
Voltages,” IEEE Transactions on Industrial Electronics, 2021. Accepted

J.2) A. M. S. Alonso, L. O. Arenas, D. I. Brandao, E. Tedeschi, and F. P. Marafao,
“Automatic Overvoltage Control of Distributed Energy Resources Supporting En-
hanced Energy Exploitation in Interconnected Microgrids,” IEEE Transactions on
Sustainable Energy, 2021. Under Review

J.3) A. M. S. Alonso, J. H. Oliveira, D. I. Brandao, J. P. Bonaldo, H. K. M. Paredes,
and F. P. Marafao, “A Multifunctional Grid-Tied Inverter for Two-Phase Three-
Wire Networks Based on the Conservative Power Theory,” IEEE Transactions on
Power Delivery, 2021. Under Review

J.4) A. M. S. Alonso, D. I. Brandao, E. Tedeschi, and F. P. Marafao, “Distributed
Selective Harmonic Mitigation and Decoupled Unbalance Compensation by Co-
ordinated Inverters in Three-Phase Four-Wire Low-Voltage Networks,” Electric
Power Systems Research, vol. 186, pp. 1–14, 2020.

J.5) A. M. S. Alonso, D. I. Brandao, T. Caldognetto, F. P. Marafao, and P. Mattavelli,
“A Selective Harmonic Compensation and Power Control Approach Exploiting
Distributed Electronic Converters in Microgrids,” International Journal of Elec-
trical Power & Energy Systems, vol. 115, pp. 1–15, 2020.

J.6) A. M. S. Alonso, B. R. Pereira Jr., D. I. Brandao, and F. P. Marafao, “Optimized
Exploitation of Ancillary Services: Compensation of Reactive, Unbalance and
Harmonic Currents Based on Particle Swarm Optimization,” IEEE Latin America
Transactions, vol. 19, no. 2, pp. 314-325, 2021.

J.7) L. S. De Araujo, A. M. S. Alonso, and D. I. Brandao, “Decentralized Control
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of Voltage- and Current-Controlled Converters Based on AC Bus Signaling for
Autonomous Microgrids,” IEEE Access, vol. 8, pp. 202075–202089, 2020.

J.8) J. P. Bonaldo, J. A. O. Filho, A. M. S. Alonso, F. P. Marafao, H. K. M. Paredes,
“Modeling and Control of a Single-Phase Grid-Connected Inverter with LCL Fil-
ter,” IEEE Latin America Transactions, vol. 19, no. 2, pp. 205-259, 2021.

J.9) D. I. Brandao, W. M. Ferreira, A. M. S. Alonso, E. Tedeschi, and F. P. Marafao,
“Optimal Multiobjective Control of Low-Voltage AC Microgrids: Power Flow
Regulation and Compensation of Reactive Power and Unbalance,” IEEE Trans-
actions on Smart Grid, vol. 11, no. 2, pp. 1239–1252, 2020.

J.10) D. I. Brandao, L. S. Araujo, A. M. S. Alonso, G. L. dos Reis, E. V. Liberado,
and F. P. Marafao, “Coordinated Control of Distributed Three- and Single-Phase
Inverters Connected to Three-Phase Three-Wire Microgrids,” IEEE Journal of
Emerging and Selected Topics in Power Electronics, vol. 8, no. 4, pp. 3861–3877,
2020.

Conference Papers:

C.1) A. M. S. Alonso, L. O. Arenas, R. T. Hock Jr., H. Guillardi Jr., H. K. M.
Paredes, F. A. S. Goncalves, and F. P. Marafao, “Experimental Implementa-
tion of a Single-Phase Microgrid: A Flexible Resource for Research and Edu-
cational Activities,” in 2021 IEEE 16th Brazilian Power Electronics Conference
(COBEP), 2021. Accepted

C.2) A. M. S. Alonso, F. Göthner, D. I. Brandao, F. P. Marafao, and E. Tedeschi,
“Power- and Current-Based Control of Distributed Inverters in Low-Voltage Mi-
crogrids: Considerations in Relation to Classic Droop Control,” in 2020 15th In-
ternational Conference on Ecological Vehicles and Renewable Energies (EVER),
2020, pp. 1–10.

C.3) A. M. S. Alonso, L. C. Afonso, D. I. Brandao, E. Tedeschi, and F. P. Marafao,
“Considerations on Communication Infrastructures for Cooperative Operation
of Smart Inverters,” in 2019 IEEE 15th Brazilian Power Electronics Conference
and 5th IEEE Southern Power Electronics Conference (COBEP/SPEC), 2019,
pp. 1–6.

C.4) A. M. S. Alonso, H. K. M. Paredes, J. A. O. Filho, J. P. Bonaldo, D. I. Brandao,
and F. P. Marafao, “Selective Power Conditioning in Two-phase Three-Wire Sys-
tems Based on the Conservative Power Theory,” in 2019 IEEE Industry Applic-
ations Society Annual Meeting, 2019, pp. 1–6.

C.5) A. M. S. Alonso, D. I. Brandao, F. P. Marafao, and E. Tedeschi, “Coordinated
Control of Parallel Power Conditioners Synthesizing Resistive Loads in Single-
Phase AC Microgrids,” in 2019 21st European Conference on Power Electronics
and Applications (EPE ’19 ECCE Europe), 2019, pp. 1–9.
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C.6) A. M. S. Alonso, D. I. Brandao, E. Tedeschi, and F. P. Marafao, “Distrib-
uted Harmonic Compensation in Single-Phase Low-Voltage Microgrids,” in XXII
Brazilian Conference on Automation (CBA), 2018, pp. 1–8.

The above-mentioned publications support multiple chapters of this thesis, and they
can be mapped according to Table 1.1. Moreover, it is highlighted that the following
three additional papers are currently being written: i) one journal paper, being an ex-
tension of "C.2", which has been invited for possible publication in IEEE Transactions
on Industry Applications; ii) one journal paper comprising the results from Section
5.5; and iii) one conference paper composed of discussions presented in Chapter 2.

Table 1.1: Mapping of publications to chapters.

Chapter 2 3 4 5 6

Journal - J.3, J.4, J.5, J.8 J.4, J.5, J.7, J.10 J.5
J.1, J.2, J.4, J.6

J.8, J.9, J.10
Conference - C.2, C.3, C.6 C.1, C.2, C.6 C.6 C.4, C.5

1.4 Structure of the Thesis
Besides its introductory part, this thesis is structured into six additional chapters,

aiming at plainly conveying the ideas and contributions comprised within the proceed-
ing discussions.

Firstly, in Chapter 2, the transactive aspect of MGs is presented. The concept of
Transactive Energy Systems (TESs) is introduced, and the MG power dispatchability is
discussed as a means to offer energy services, constituting a market-oriented outlook.

Chapter 3 explains the MG and DER topologies considered within this thesis, and
it presents the basic formulation of the proposed multi-purpose coordination of DERs
(i.e., the GCBC approach). The hierarchical control infrastructure of the strategy, as
well as its flexibility to control multiple current components, is thoroughly explained.

The multiple functionalities and transactive features of the GCBC strategy are
demonstrated in Chapter 4, in which extensive simulations and experimental results
are discussed. Moreover, additional operational considerations, such as the MG trans-
ition modes and a comparison with the droop control approach, are discussed.

Adverse operational scenarios, such as under distorted voltages, upon ICT-related
issues, and consideration of the matter of power coupling among DERs, are assessed
in Chapter 5. The goal of the discussions in this chapter is to show that the GCBC
approach is flexible and resilient for implementation in weak LV MGs.
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Advanced control functionalities related to the resistive shaping of MGs, distributed
compensation of unbalanced currents, and voltage regulation capabilities are provided
in Chapter 6. Moreover, a brief discussion about the integration of optimization ap-
proaches to the coordination strategy is also given.

Lastly, Chapter 7 presents the final conclusions of the PhD thesis, and offers pro-
posals for the development of future works.



Chapter 2

Microgrid Transactive Energy as a
Framework for the Coordination of
Smart DERs

2.1 Introduction
From a business perspective, the aggregation of DERs into AC distribution grids

imposes challenges to energy trading due to the decentralization of market players.
This occurs because each DER owner can be interpreted as an individual market player,
resulting in complex profiles of power demand and supply to be resolved [48]. Con-
sequently, energy trading strategies incorporating a high amount of DERs should cope
with multiple players and their distinct market objectives.

Although the participation of DER owners in energy markets can be determined
by diverse approaches [49], the concept of peer-to-peer (P2P) trading is among the
most diffused ones. This is because P2P architectures offer the possibility to take
into consideration the particular market goals of each participant [50], meaning that
trading occurs according to consumer-centric energy transactions. Consequently, each
agent (e.g., DER owner or prosumer) is a market player that sells or buys energy from
another individual, such as its neighboring DER, the DSO, or MGs [50]. However,
as discussed in [51], such a consumer-centric approach presents a scalability problem,
as complexity in management of energy transactions increases proportionally to the
number of market players.

On the other hand, when such agents are integrated into a community-based per-
spective, as depicted in Fig. 2.1, more scalability is attained, since energy trading is
handled collectively through a centralized management entity [51]. From the perspect-
ive of an AC MG, such a centralized unit is usually called as MG central controller
(MGCC) [52]. Thus, the MGCC has two main roles: i) to represent a community of
DERs in P2P markets, acting as a single player, by controlling the MG dispatchability
to meet external energy demands and offer ancillary services; and ii) to coordinate the
operation of elements internally to the MG, aiming to fulfill punctual demands of en-
ergy services from consumers/prosumers, as well as to meet their financial objectives.

45
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Energy Market Energy Market(a) (b)

MGCC

Figure 2.1: (a) Consumer-centric versus (b) community-based participation of DER owners
in energy markets under the perspective of transactive MGs.

Taking into account aspects beyond market concerns, the MGCC can also be in-
terpreted as a demand response aggregator (DRA) [53]. This means that the MGCC
flexibly controls the MG to match internal and external energy demands, responding to
grid conditions and market inputs, through the management of dispatchable and non-
dispatchable grid apparatuses [54]. Finally, it is mentioned that the MGCC could also
operate, and participate in energy markets, through the supervision of a MG operator
(MGO) [37] that manages clusters of MGs [55]. However, since the perspective of
MG clusters is outside the scope of this thesis, the MGO can be disregarded.

2.1.1 The Microgrid Transactive Energy Concept

By integrating market-oriented actions, demand response functionalities, and either
consumer-centric or community-based management of DERs, the concept of MG
transactive energy systems (MG-TES) arises [37]. First, transactive energy is an ap-
proach relating to the trading of energy services among participating entities. Thus, the
conception of TESs allows market players to actively negotiate and establish contrac-
tual agreements to manage the demand and supply of electric power [56]. Moreover,
in addition to the exchange of usable energy (i.e., control over active power), ancillary
actions provided by market participants can also be interpreted as tradeable energy
services [57]. Consequently, energy transactions may incorporate the trading of grid-
support functionalities to strive for the enhanced operation of MGs and their intercon-
nected power systems.

To support the implementation of MG-TESs, three main sectors need to be con-
sidered to endow transactive features [58]: i) the management sector; ii) the control
sector; and iii) the market sector. They are further explained as follows:

• Management sector: An architecture has to be adopted to determine how the
MG will operate, with regard to the management strategy of its internal ele-
ments. Such management can occur based on architectures that are centralized
(e.g., as using a MGCC), distributed (e.g., based on multiple management units),
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or others approaches (e.g., game-theoretic, internet-based, so forth [39]). Addi-
tionally, this sector also establishes which roles will be played by the MG in
energy markets (e.g., which energy services will be traded). For instance, a
transactive MG can interact with one or multiple players, such as other MGs,
DRAs, the DSO, the transmission system operator (TSO), or others. Another
possibility would also be to manage the MG as an asset within the context of
virtual power plants (VPPs) [59, 60]. Hence, the MG can trade particular ser-
vices based on its internal energy planning, as well as according to the market
demands at the time of establishing business interactions. For example, a MG
can engage in contractual relations with its neighboring MG to offer ancillary
services [61]. At the same time, it can trade active power dispatch with an inter-
connected upstream grid (e.g., DSO) [62];

• Control sector: This sector establishes the means for coordinating the operation
of DERs to follow a given operational direction imposed by the MG manage-
ment sector. In other words, a transactive control framework is defined within
this level, determining how DERs need to operate to allow the MG to operate
as a single controllable entity endowing dispatchable features. Additionally, the
control strategy is also responsible for ensuring adequate operation of loads and
other non-dispatchable grid elements, thus allowing the MG to deliver or utilize
the sold or bought energy services, respectively;

• Market sector: This sector is characterized by the economic aspects of the
transactions, establishing mathematical formulations for dynamic pricing and
bidding, according to the availability of energy assets and participating players
[37, 58]. Consequently, a transactive MG requires the employment of financial
methodologies to support its business interactions, respecting market regula-
tions. For example, the MG needs to determine price tags for its available pro-
vision of different energy services, or it needs to know when prices are advant-
ageous to buy energy/services from other players. As inputs, the market sector
uses economic goals, energy generation and consumption profiles, as well as the
nominal capabilities of the MG, usually pursuing financial benefits. As outputs,
operation setpoints quantitatively define the power dispatch of the MG, as well
as its ancillary service provision, always respecting contractual constraints.

In Fig. 2.2, a summarized overview of the infrastructure behind the implementa-
tion of MG-TESs is given. Note that a transactive system is formed by a conglomera-
tion of market-oriented and energy concepts comprising multiple players. Each player
presents its own goals and assets, interacting with other agents according to market
rules and the establishment of contractual relations. Moreover, an electrical infrastruc-
ture forms the backbone of the system, relying on technical and financial synergistic
interactions among all participating agents to achieve adequate operation.
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Figure 2.2: Summarized infrastructure of a TES incorporating MGs.

Particularly for the scenario of a MG coping with community-based management
of DERs [51], its participation in TESs can be characterized by two main features.
The first one is the capability to interact with other external agents, which indicates
that communication needs to be considered to exchange information used for market
and management purposes. The second feature relates to the flexibility of providing
controllable power flow at the MG PCC, since this is the interaction point with external
agents, from the physical point of view. Additionally, extending the perspective of
energy control, by shaping voltages and currents at the MG PCC, different behaviors
can be emulated to provide ancillary functionalities [25].

Although the consideration of market formulations is important to MG-TESs [58],
this is beyond the scope of this thesis. Herein, the context of a MG relying on a
centralized management architecture is adopted. Moreover, this thesis focuses on the
control aspects required to coordinate DERs under a community-based perspective. As
a result, a transactive control framework is discussed in Section 2.2, taking advantage
of coordinated DERs to allow a LV MG to participate in energy transactions, and to
flexibly offer ancillary service capabilities. Such a framework is used as a point of
reference to later formulate a control strategy in Chapter 3.

2.2 A Flexible Framework for Microgrid Transactive
Control

A framework to achieve generalization and flexibility of operation for the con-
trol sector of transactive MGs is herein presented. Such a control framework relies
on six major aspects that, if incorporated into the coordination principles of inverter-
interfaced DERs, can merge market and technical requirements of MG-TESs. These
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six aspects are presented in Fig. 2.3, indicating a subdivision into three main groups.

The first group comprises two fundamental technical features that allow a MG to
operate as a transactive system. To trade energy with external agents, the MG needs
to steer DERs to support a dispatchable PCC (or multiple interconnection terminals,
if that is the case [63]). This means that, with respect to an upstream grid, the MG
should adjust the coordination of inverters to bidirectionally control the power flow be-
ing imported or exported [64]. Such a feature is necessary because energy transactions
are mainly formulated on the basis of power dispatch and consumption. In addition,
if power dispatchability is sufficiently flexible to incorporate several purposes into a
singular action, the possibility of offering ancillary services is broadened to a power
system perspective [25]. In parallel, the second feature supporting the access to energy
transactions is the capability to physically interact with external agents, which is usu-
ally determined by ICT infrastructures. Thus, communication is indispensable, even
when a MGCC is not implemented for the MG management. Otherwise, it becomes
difficult to quantify the MG capabilities and to devise adequate power control at the
PCC.

The second group supporting flexible transactive control comprises market-
oriented features, which bring economic reasons to light. Fundamentally, a MG op-
erating under the grid-connected mode needs to obey interconnection contracts that
establish limits for power dispatchability, and ensure grid code compliance [65]. Such
contracts are obtained from market interactions between the MG and its upstream grid,
and they constrain the flexibility to offer whichever energy services are desired by the
MG manager. Nonetheless, under the presumption of meeting interconnection require-
ments, the MG can respond to any operation inputs established from overlaying market
interactions. For instance, a MG may sell a certain amount of active power exporta-
tion to the DSO at a given time period, achieving such functionality by only setting
this setpoint for the PCC power dispatchability [66]. Of course, energy planning and
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forecasting are matters that need to be considered, and, referring to Fig. 2.3, this is
not achievable without implementing the first group (i.e., dispatchable PCC and ICT
support). Providing an answer to market inputs is also valid to the provision of en-
ergy services, as the active and reactive power dispatch of the MG can be devised to
support, for example, voltage and frequency response, as well as to emulate spinning
reserves and other behaviors [67].

The third group highlighted in Fig. 2.3 refers to the generalization of the control
framework, extending its applicability to generic MGs. Since TESs may incorporate
MGs of different natures, such as those designed under single-phase [41], poly-phase
[42, 68], and mixed infrastructures [69], achieving a framework independent of topo-
logies brings appealing market accessibility. For example, different MGs operating
according to similar transactive control frameworks can be grouped as networked mar-
ket players [70], providing integration of energy capacities to become more important
agents in energy planning. The concept of model-free control is also incorporated
within such topology independence, giving support to simplifying the coordination of
DERs. In addition, if a strategy supports independent control over each phase of the
MG, a higher degree of freedom is obtained for the provision of energy services [71].

Last, it is important for a control framework to accommodate DERs operating ac-
cording to different natures [11, 72], allowing more functionalities to be offered, and
increasing the flexibility of operation of the MG. Coordinated operation of dispatch-
able elements, such as ESSs, is capable of supporting precise controllability over the
power flow at the PCC [43], while also being key elements of the economic profitab-
ility of MGs [73]. Additionally, without non-dispatchable generation, it is not trivial
for MGs to reach a desired level of operational independence from the upstream grid
and other market players, since more power needs to be imported. Consequently, the
existence of nd-DERs should be incorporated into any control framework targeting
transactive MGs. It is also important to highlight that, although such a transactive
control framework mainly targets LV MGs in this thesis, it is can also be extended to
perspectives at medium and high voltage levels [74].

2.3 An Outlook on Ancillary Service Provision Devised by
Transactive Microgrids

So far in this thesis, it has been highlighted that offering ancillary services is com-
prised within the context of MGs operating as market players. Nonetheless, transactive
MGs capable of providing multifunctionalities in the literature [37, 57, 58, 67] mainly
focus on grid-support actions related to energy dispatch. This means that an AC MG
offering ancillary services is mostly considered as an entity capable of exporting active
and reactive power, under the perspective of demand response, to particularly benefit
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an upstream grid. Herein, discussions highlight that dispatchable MGs can play more
diversified roles than the traditional demand response features (e.g., power reserves,
load leveling, capacity firming [25, 67]), thus shedding light on the outlook of emer-
ging ancillary services.

First, it is important to clarify that ancillary service provision in transactive MGs
with dense penetration of DERs can be looked at from two different perspectives. The
first one relates to the internal aspects of the MG, in which smart inverters are coordin-
ated to offer multifunctionalities to support enhanced operation downstream from the
PCC. On the other hand, the controllability of the MG as a single entity can be seen
from another perspective, in which ancillary services are offered to the interconnected
distribution grid or to any other external entity. This means that DERs can be coordin-
ated for the provision of services that target technical or economic benefits upstream
from the MG PCC.

2.3.1 Ancillary Service Support Downstream from the PCC

By looking internally into the MG, multiple ancillary services can be provided, as
depicted by some examples shown in Fig. 2.4. For instance, Fig. 2.4(a) represents the
scenario in which DERs can be coordinated to operate as voltage-controlled sources,
providing grid support downstream from the PCC by regulating voltage magnitude
and frequency [11]. Other capabilities, related to compensation of reactive power and
suppression of harmonic currents, are also depicted in Fig. 2.4(b), in which it is seen
that DERs can operate counteracting unwanted behaviors from loads and other MG
elements [27].

Ancillary service provision related to internal voltage regulation in LV MGs is also
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Figure 2.4: Examples of ancillary services provided internally to MGs (i.e., downstream):
(a) regulation of voltage magnitude and frequency; (b) compensation of reactive power and
harmonic currents; (c) active and reactive power control for voltage regulation; and (d) internal
peak shaving functionality.
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another important energy service demonstrated in Fig. 2.4(c). DERs can typically rely
on controllable active and reactive power injections to respond to deviations in voltage
profiles [75]. Finally, Fig. 2.4(d) shows that other advanced MG control functional-
ities, such as internal peak shaving [76] and routing of inner power flow [77], can be
adopted as a means to achieve more sophisticated MG management through the steer-
ing of different DERs. Yet, many other functionalities can be devised for ancillary
support in MGs [78].

Nonetheless, within the context of MG-TES, the internal offering of ancillary ser-
vices is not necessarily important when the market participation of a MG is considered.
This means that, although the provision of multifunctionalities downstream from the
MG PCC is important, the MG mainly regulates its market participation based on ex-
ternal interactions. For that reason, discussions in this section focus upon the outlook
of energy services provided outward to the MG (i.e., offered to the upstream grid or
other market players).

2.3.2 Ancillary Service Support Upstream from the PCC

Now, looking externally into the MG, other multiple energy services can be real-
ized, as long as DERs can be coordinated to control the dispatchability at the PCC
respecting internal grid code requirements. In Fig. 2.5 a few of these services are
depicted. Let us consider the scenario of n AC MGs connected in parallel to a bus
(Bmains) from an upstream grid. If at least one of these MGs can implement a control
framework similar to the one presented in Section 2.2, its PCC can be shaped to the
provision of multiple ancillary services.

For instance, a possible grid-support feature is the capability of a dispatchable MG
to control its active and reactive power dispatch to regulate voltage magnitude and fre-
quency at Bmains. Due to uneven power dispatch and consumption in parallel MGs,
the voltages and frequency imposed by the upstream grid can deviate from acceptable
limits, requiring actions such as transformer tap changing and the adjustment of act-
ive and reactive power dispatch [79]. As seen in Fig. 2.5(a), a transactive MG can
adjust the setpoints of its absorption or injection of active power, or even provide re-
active power injection, to support voltage and/or frequency regulation [80]. This can
be done autonomously by measuring voltages at its PCC, or can be commanded by
either the DSO or by neighboring MGs. Thus, the MG can trade voltage regulation
functionalities with external agents.

The market interactions of a MG can also allow it to engage in contractual relations
to supply neighboring MGs at certain time periods, as shown in Fig. 2.5(b). Such
an energy supply service can incorporate injection/absorption of precise amounts of
reactive power, in order to avoid penalties caused by low power factor. Moreover,
absorption (i.e., storage) of active power can also be realized as an ancillary action,
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Figure 2.5: Transactive MGs with dispatchable PCC supporting the offering of multiple ancil-
lary functionalities as external energy services: (a) voltage and frequency regulation by con-
trollable power dispatch; (b) power supply of neighboring MGs; (c) self-consumption mode;
(d) resistive shaping; (e) inductive or capacitive shaping; (f) compensation of harmonics; (g)
correction of unbalanced power dispatch; and (h) multiple MGs forming the grid upon faults
or after natural disasters.

balancing energy dispatchability in a bus like Bmains [81]. Consequently, actions inter-
relating networked MGs can occur without intervention from the upstream grid, which
can bring economic benefits for MGs and increase energy efficiency.

Other interesting ancillary functionalities allow a transactive MG to emulate differ-
ent behaviors according to what is desired by the upstream grid. For instance, if full
controllability over the dispatch of fundamental and harmonic currents is supported by
the MG, null power flow through the PCC can be imposed. In other words, this means
that DERs can entirely supply the MG’s internal needs. Thus, the MG can be seen as a
self-sufficient entity that does not rely on the power dispatch provided from the mains,
as depicted in Fig. 2.5(c).

The MG’s self-consumption functionality is useful for lowering the burden of the
grid, upon restricted levels of power demand and supply [25, 44]. Besides, the MG
causes minimum impact on the operation of the distribution system under such an
operational mode. Similarly, Fig. 2.5(d) shows that the MG can be self-sufficient
only in non-active power, allowing the DSO to mainly deliver usable energy (i.e.,
interpreting the MG as a pure resistor at the PCC), which minimizes losses at the
distribution system, and supports voltage regulation. Note that the only difference
between these last two modes of Figs. 2.5(c) and 2.5(d) is the power terms shared
among DERs internally to the MG.

As shown in Fig. 2.5(e) reactive power consumption in LV systems usually presents
a predominantly inductive behavior due to the features of residential and commercial
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loads. Hence, a dispatchable MG could also operate as a single multifunctional device
[25], offering compensation of reactive power. To provide that feature, an upstream
grid can buy from a transactive MG the flexibility to dispatch specific amounts of
either inductive or capacitive power. Consequently, dual operations can be realized by
parallel MGs, allowing the mains to principally interpret their integrated behaviors as
a resistive load (i.e., similarly to Fig. 2.5(d)), or even as in Fig. 2.5(c), if no active
power needs to be supplied in steady state operation.

Two additional ancillary services relate to the provision of power quality interven-
tions on a power system scale [81]. The case in Fig. 2.5(f), for example, demonstrates
that MGs with dispatchable harmonic capabilities can support compensation of distor-
tion currents drawn by neighboring MGs. Yet, services could be offered to improve
the damping of harmonic resonances propagated throughout the distribution system
[82], which is of particular interest from the LV perspective [83]. Of course, this func-
tionality is only possible if the impact of dispatching harmonics through distribution
transformers and electric conductors has previously been assessed. As another pos-
sibility, if the employed control framework is capable of controlling power dispatch
through the PCC at each phase individually, support can also be given to balance the
power dispatch. This is, for instance, depicted in Fig. 2.5(g), when MG n demands un-
balanced currents, another neighbouring MG with transactive features can be deman-
ded by the DSO to counterbalance such an unwanted effect. One challenging research
topic behind these power quality-oriented actions, however, relates to the pricing of
such ancillary services in energy markets [84].

Finally, in Fig. 2.5(h) one can see a scenario in which the upstream grid is absent
(i.e., also representing a faulty condition), and there is no other entity imposing the
voltage and frequency references for the overall electric system. This is a typical
scenario occurring upon natural disasters [85, 86]. If an interconnected MG presents
dispatchable voltage-controlled converters, they can be coordinated to form a grid-
forming unit. Consequently, one or multiple transactive MGs could form the grid and
supply critical loads for a certain amount of time [85], during the mains absence. Of
course, this is only realistic if control strategies are adopted to detect such an abnormal
condition and adjust the steering of DERs, knowing that MGs have to present sufficient
power capability to provide that functionality for a short period of time [87]. Since this
a complex scenario for what concerns MGs’ management, as well as for the control
of DERs given their limited nominal ratings, strategies such as load shedding and re-
dispatch must be concomitantly considered [88].

Overall, it is reinforced that the above-mentioned ancillary services are examples
of the under-explored potential of transactive MGs incorporating full dispatchability
into their operations. Such features, which are endowed by the adoption of a flexible
transactive control framework, are used as motivation for the following chapters of this
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thesis. Most of these services not only can be applied to LV MGs, but also at medium
and high voltage levels, and for some perspectives of active distribution networks [89].

2.4 Chapter Conclusions
In this chapter, the basic concepts behind the implementation of transactive AC

MGs were highlighted, demonstrating that many operational aspects need to be taken
into account prior to devising the coordination of DERs. For instance, a transactive
management architecture needs to be understood to structure the external interactiv-
ity of the MG. Concomitantly, the intended market participation of the MG needs to
be clarified, since functionalities supporting tradeable energy services should be con-
sidered while formulating a coordinated control strategy.

A transactive control framework was also discussed in this chapter, proposing six
main pillars (i.e., dispatchable PCC, ICT support, interconnection contracts, market
inputs, multiple DERs, and topology independence) to support the implementation of
MG-TESs. By following such control principles, flexibility of operation can be at-
tained for MGs implementing community-based management of DERs, considering
that a centralized manager (i.e., the MGCC) takes responsibility for market interac-
tions. The coordination of inverters proposed within this thesis incorporates all six
pillars, although it does not address matters: i) existing for the determination of mar-
ket inputs, such as market models [40]; or ii) business-/policy-related actions required
to establish MG interconnection contracts [65].

An extended outlook on the ancillary provision of transactive MGs was also presen-
ted, indicating that multiple energy services are tradeable, if the coordination of DERs
flexibly supports full power dispatchability at the PCC. It was discussed that ancillary
services may refer to either functionalities improving the internal operation of an AC
MG, or control capabilities that shape the MG to act according to different principles.
With regard to multifunctionalities offered internally to the MG, this thesis focuses
on the features related to the sharing of currents among DERs, allowing active power
control and compensation of reactive, harmonic and unbalance currents. In addition,
internal voltage regulation determined by active and reactive power control of DERs is
discussed. On the other hand, the provision of ancillary actions externally to the MG,
lying within the subject of this thesis, relate to: i) the full self-consumption mode of
operation; ii) the flexible controllability over reactive power dispatch [66]; as well as
iii) the capability to shape a resistive behavior at the PCC [90].
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Chapter 3

Coordinated Control of DERs in
Low-Voltage Microgrids

3.1 Introduction
In this section, a centralized control strategy for the coordination of multiple DERs

existing in a LV MG is devised. However, before presenting such a control approach,
some premises are discussed with regard to the topology of the MG infrastructure, and
concerning the structure of the considered DERs. Having the scenario of application
well defined, the Generalized Current-Based Control (GCBC) strategy is explained,
demonstrating that the coordination of DERs can be devised by the analysis of current
terms flowing within the MG. Moreover, besides its simple formulation and multi-
purpose operational capabilities, it presents model-free and plug-and-play features.

3.2 Considered Microgrid Topology
This thesis focuses only on the scenario of LV power systems that present limited

size, considering significant penetration of inverter-based DERs of different opera-
tional natures (i.e., being of a dispatchable and non-dispatchable nature). As discussed
in Chapter 1, such a perspective characterizes the premise of residential LV MGs that
are integrated into distribution networks.

Such MGs are formed by the aggregation of loads and DERs under a community-
based synergy, and they can operate under either islanded or grid-connected mode.
When the MG operates islanded, even though this scenario occurs sporadically in re-
lation to its overall amount of operating hours [5], the need for reliable power supply
takes precedence over transactive features [91]. Moreover, it is evident in the literature
that in-depth research has been performed for the management and coordination of
DERs in islanded MGs [31, 32, 33], rather than the aspect of interconnected MGs.

As a consequence, the overall MG panorama of this thesis is revealed. This thesis
strives for further exploring inverter-dominated LV MGs while operating interconnec-
ted to an upstream grid, taking into account their participation in transactive markets.
Therefore, two main aspects are important to the foundation for developing a multi-
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purpose coordination of DERs, being: i) the features of the MG electric infrastructure
(e.g., its topology and X/R ratio of line impedances); and ii) the homogeneity of the
MG elements, particularly with regard to DERs, loads and line impedances.

First, the MG electric infrastructure is described by the placement of the distri-
bution system transformer (DST) and the feature of line impedances. The DST is
responsible for providing galvanic insulation for the MG, also operating as an inter-
face element that supports electric interconnection to the upstream distribution grid.
The main consideration about this interface transformer is that its placement in the
MG defines a single PCC. Thus, this thesis considers that there is only one electrical
point at which power exchange between the MG and the upstream grid occurs. Addi-
tionally, it is highlighted that the existence of the DST is not mandatory for the control
strategy herein developed, as long as the MG presents only one PCC, which is typic-
ally the case for radial topologies [92]. The scenario of multi-terminal MGs [74] (i.e.,
comprising multiple interconnections points) [93] is not within the scope of this study.
This latter perspective is disregarded due to the fact that multi-terminal MGs require
increased complexity to achieve controllable power dispatchability [93].

Since MG nodes are connected by cables that ought not to be idealized, the fea-
tures of line impedances are important. For the herein considered MG scenario, line
impedances are characterized by a low X/R ratio (i.e., X/R < 1.0). This means that they
present resistive behavior, instead of the predominantly inductive characteristic found
in long distribution or transmission systems. Such a consideration copes with the ex-
pectations of typical LV systems (e.g., as found in residential MGs) [11]. Moreover, in
general, the inductive feature of line impedances in such LV systems can be neglected
[11], resulting in no significant voltage phase shifts occurring throughout electrical
nodes (i.e., for the cases in which the MG presents limited size). This consideration
is important for the control features of the coordination strategy of DERs described in
Section 3.5, as well as later discussed in Section 5.8.

The second important aspect (i.e., homogeneity) of the considered MG infrastruc-
ture relates to the uniformity of the placement and features of its elements. This aspect
specifically refers to the physical disposition of line impedances, as well as to the
locations and power densities of DERs and loads. By stating that homogeneous line
impedances exist [94], for instance, one determines that electric conductors present
a similar impedance value per length. In addition, this indicates that the distances
between adjacent electric nodes are fairly similar throughout the MG. Likewise, the
homogeneity of DERs relates to their uniform distribution over the MG, as well as
to their low discrepancy in power density (i.e., they present power ratings of a sim-
ilar range). With regard to loads, homogeneity basically consists of having uniform
distribution of power demand within the MG.

The importance of determining such a homogeneous aspect for the considered MG
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is tied to the facts that losses turn out to be minimized while steering inverters pro-
portionally to their nominal ratings [95], and that voltage quality improvement can be
obtained as an indirect outcome of DERs’ coordination. The former fact is discussed
throughout Chapter 4, and the latter is explored in Section 5.5. Having discussed the
most important aspects of the MG infrastructure, the grid topology used as main ref-
erence hereon is presented in Fig. 3.1. Such an MG infrastructure is based on the
consolidated CIGRE’s LV European benchmark presented in [96], considering slight
modifications with respect to DERs and loads. It is important to reinforce that only the
residential branch of the testbench from [96] is used.

From Fig. 3.1, one can directly comprehend the aforementioned MG aspects. Note
that the upstream grid is connected to the MG through the DST. Distribution sys-
tems usually comprise three conductors for each phase (a, b, and c), and the MG is
composed of four-wires (i.e., three phases plus neutral). A circuit breaker (CBMG) is
responsible for isolating the MG, if required. The MG also presents a PCC, at which
voltages and currents need to be measured for attaining bidirectional power flow con-
trollability.
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Figure 3.1: Electrical infrastructure and control topology of the considered LV MG, based on
the residential branch of the CIGRE LV European benchmark [96].
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As mentioned in Chapters 1 and 2, the considered MG strives for a community-
based participation of DERs in energy markets. Consequently, a centralized control
unit (i.e., MGCC) is placed at the PCC, managing the MG operation and giving support
for a centralized coordination of DERs. As in any centralized approach, communic-
ation means must exist for exchanging information among the participating elements,
which are basically comprised of DERs. Thus, an ICT infrastructure is considered,
establishing low-bandwidth communication links for data exchange [97]. In addition,
communication is used as a means for the MG’s participation in transactive markets,
by exchanging information with other players, such as the DSO. The MG transact-
ive control coordinates DERs based on a three-layer hierarchical architecture that is
further explained in Section 3.4.

In contrast to the original MG layout from [96], this thesis considers the existence
of both linear (LB) and non-linear (NL) loads. Fig. 3.1 shows that such loads are
uniformly dispersed in the MG. Yet, since non-linear loads usually impair power qual-
ity in MGs [27], another reason for their implementation is to study how coordinated
DERs can be used to offer ancillary services to minimize detrimental effects. With
regard to the DERs in the MG, they present either dispatchable (i.e., d-DER) or non-
dispatchable (i.e., nd-DER) natures (see Fig. 3.1). In addition, two further categories
are considered, characterized by either the presence of a communication interface or
the absence of it. A more detailed discussion about the operational features of DERs
and their control loops is provided in Section 3.3.

Finally, it is reinforced that, even though islanded MG operation is not within the
scope of this thesis, such a condition is a possible scenario [91], and it should not
be neglected. Thus, discussions about this operational mode are presented in Section
4.4.1 to demonstrate that the multi-purpose coordination of DERs also copes with such
a scenario.

3.3 Topology and Control of the Considered DERs

3.3.1 Considered DERs and their Respective Functionalities

To cope with more realistic scenarios, the MG targeted in this thesis considers
two main categories of inverter-based DERs: nd-DERs and d-DERs. Both of these
categories present particular control functionalities, which are briefly described herein,
being also depicted in Table 3.1.

With regard to nd-DERs, two groups (namely, type A and type B) are taken into
account. Type A inverters operate as ordinary distributed generators. This means
that their major goal is to feed-in active power to the MG, rather than performing
multifunctionalities to contribute to grid support. Consequently, those inverters are
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Table 3.1: Features and functionalities of the considered DERs.

Dispatchable Communication Active Reactive Harmonic
(Remote Control) Control Control Control

nd-DER Type A 7 7 3 7 7

Type B 7 3 3† 3 3

d-DER 3 3 3 3 3
†Not performed under coordinated control.

not capable of injecting reactive or harmonic currents. Moreover, they do not present
a communication interface, which also restricts their participation in communication-
dependent strategies of coordinated control.

On the other hand, type B nd-DERs are smart inverters that comprise non-
dispatchable energy generation at their DC side. They present communication in-
terfaces, being also able to offer functionalities to support an improved operation of
the MG, as advised by the recommended standards [8]. Among several possible multi-
functionalities [14, 15], focus is primarily given to the control of reactive and harmonic
currents. Additionally, since remote management is possible for such nd-DERs, they
can participate in coordinated control strategies to provide ancillary services. Non-
etheless, due to their lack of power dispatchability, active power control cannot be
considered under a coordinated perspective.

Lastly, d-DERs comprise inverters capable of supporting power dispatchability fea-
tures, as they present non-intermittent energy systems at their DC side, such as ESSs.
Due to their nature, they can be employed in most functionalities desired for DERs,
providing not only active power conversion, but also participating in ancillary actions
if they present remaining power capabilities. Such inverters embed communication
interfaces, making them the most important devices of the multi-purpose coordination
strategy presented in this thesis.

3.3.2 Topology and Control of DERs

The power electronics perspective of the DERs, considered for most of the sim-
ulated scenarios in this thesis, takes into account three-phase three-leg inverters with
LCL output filters. The use of the LCL topology is adopted due to its improved filter-
ing capability, which allows the possibility to minimize the harmonic effects caused by
the high frequency switching of an inverter [98]. The single-phase equivalent circuit of
the considered DERs is depicted in Fig. 3.2. Moreover, a generalized implementation
of the control loops of nd- and d-DERs is presented.

Typically, commercial grid-tied inverters behave as current sources [11] (i.e.,
namely current controlled mode (CCM)), to comply with grid codes more effectively.



62 Coordinated Control of DERs in Low-Voltage Microgrids

𝜃  

iC v
o

PoC

Cf

LgLi

PWM ++

Kdamp

Current

Controller
++ ++

Voltage

Controller

i 
*
gi 
*
g

++

R 

E 

S

E 

S 

S

ESS

Management

PLL

Active 

Control

Reference

i 
DER*

i 
DER*

i
 o

V 
*

DCV 
*

DC

I 
*

DCI 
*

DC

i 
*
ESSi 
*
ESS

i 
P*

i 
P*

Q
DER*

Q
DER*

Ancillary

Service 

References Anc
*

Anc
*

CBd-DER

CBAnc

CBd-DER

CBd-DER

CBnd-DER

V 
*

DCV 
*

DC

P
DER*

P
DER*

i 
*
Anci 
*
Anc

Figure 3.2: Control model of the considered DERs (single-phase equivalent circuit).

Consequently, since the main focus of this thesis is to support the transactive aspect
of the MG (i.e., being most important when it operates interconnected), all d- and
nd-DERs are assumed to operate under CCM. Such a control principle is commonly
adopted for nd-DERs in the literature [11], given that it is also one of the possible
operational modes of d-DERs [30, 72]. Moreover, it is important to highlight that, d-
DERs could also be driven as voltage-controlled sources (i.e., voltage controlled mode
(VCM)), if desired. However, in that case, VCM d-DERs would need to generally im-
plement triple loop control approaches [99], as they should adjust their output voltage
in order to follow a given current reference for their grid current loop [100].

Note that in Fig. 3.2 the generic difference in topology between nd-DERs and d-
DERs is the energy system at their DC side. For nd-DERs, the circuit breaker CBnd-DER

is closed, connecting the RESs to their inverters (i.e., already considering possible DC-
DC conversion stages [19]). On the other hand, d-DERs consider the circuit breaker
CBd-DER closed, which integrates an ESS into the inverter, making it into a dispatch-
able unit. Yet, even though LCL output filters are adopted for the inverters, any other
topology could be employed (e.g., LC and L filters), as long as the grid-side current
(i.e., io(t)) can be controlled or estimated [101]. This is required to achieve the ap-
propriate stiffness and coordination of DERs, as it will be further explained in Section
3.5.

With particular reference to the control model, Fig. 3.2 shows that many control
loops can be implemented, according to the operational nature of the DERs. Two basic
control aspects are mentioned: i) the need for adequate synchronization with voltages
at the point-of-connection (PoC) of a DER, which requires the implementation of a
phase-locked-loop (PLL) algorithm; and ii) the modulation strategy of the inverter’s
power switches, which is determined by the pulse-width modulation (PWM) approach.
In order to control the inverter under CCM, two main loops are required.

The first one, which is the voltage control loop, is responsible for regulating the
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voltage (VDC) at the DC bus of the inverter, being usually implemented with propor-
tional integral (PI) regulators. The output of this regulator is multiplied by the PoC
voltage (vo) to obtain the reference current (i∗g) responsible for stabilizing the DC link
voltage. Additionally, the voltage loop is designed to be much slower than the response
of the current loop [102], knowing that the latter constitutes the second main control
target. The current loop is responsible for providing adequate tracking of the reference
current iDER∗(t) of the inverter. Moreover, if the control design is devised directly
in the time domain (i.e., abc frame), as performed in this thesis, proportional resonant
(PRes) [102] or proportional repetitive (PRep) [103] controllers are interesting altern-
atives to attain null steady-state error. The models of the current regulators of DERs
can be found in Appendixes B.1.3 and C.1.2 .

The term iDER∗(t) comprises all the functionalities offered by a DER operating
under CCM. For instance, as type A nd-DERs only control active current, just a con-
trol block to generate the active current reference (iP∗) is required [104] (see Fig. 3.2).
Such a reference is calculated based on a setpoint of active power (PDER), which usu-
ally comes from maximum power point tracking (MPPT) algorithms. When it comes
to type B nd-DERs, they operate as the type A ones, but with an additional control
block for generating the reference current i∗Anc, which is responsible for offering an-
cillary services. Many functionalities can be incorporated into i∗Anc by adequately
setting reactive power setpoints (QDER∗), or by selecting other services based on the
variable Anc∗ [16, 19, 104]. As an example, Anc∗ could activate the generation of
harmonic current references for compensation purposes [104].

Compared to type B nd-DERs, the control of a d-DER operating under CCM re-
quires an additional block, which is responsible for adequately exploiting the ESS.
This occurs because a dispatchable source requires complementary management ac-
tions, for example, battery-based ESSs need to account for state-of-charge (SoC) con-
ditions [105]. The reference i∗ESS is usually the one responsible for adding such a
control feature to d-DERs. Finally, it is mentioned that the active damping control
strategy used in [104] is adopted by implementing the gain Kdamp, which scales the
capacitor current (ic) feeding the output of the current controller [106]. Such an ap-
proach is needed since the LCL filter is known to add one extra pole to the control
plant of the inverter, which complicates the control design, and may cause undesired
oscillations, or even bring instability concerns [106, 107].

3.4 Hierarchical Control Architecture
The MG management and multi-purpose coordination of DERs presented in this

thesis is designed with a grounding in a hierarchical architecture [31, 108]. Such an
approach allows the possibility to organize multiple operational goals and manage ac-
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tions (i.e., from DERs and the MGCC), according to levels of priority and requirements
related to computational processing capabilities, as well as based on communication
requirements. A three-layer topology is defined for the hierarchical MG architecture,
following a multi-rate processing approach that considers: i) the need for adequate
local (i.e., nodal) operation of DERs; ii) integrated actions of several dispersed invert-
ers (i.e., coordinated control of DERs); and iii) global management of the MG based
on internal and external objectives, such as the ones related to compliance with grid
codes and energy contracts, as well as the offer of controllable power dispatchability
and ancillary services.

In accordance with this concept, three layers of control are responsible for the en-
tire operation of the MG and its interaction with an upstream power grid through its
interconnection point. In Fig. 3.3 an overview of this architecture is presented, sum-
marizing the scope of the control layers. The primary layer basically comprises all the
local configurations and algorithms required to adequately control each DER connec-
ted to the MG. The secondary control establishes the means for coordinating DERs
based on global and local expectations of operation. The tertiary layer supports the
MG interaction with external market or regulatory players, allowing it to respond to
external energy demands, as well as providing intelligent and/or optimal management
and exploitation of MG elements. A more detailed explanation about each hierarchical
control layer is presented as follows.

Primary Layer (Local Control)

Tertiary Layer (MGCC: Microgrid Manager / DSO)

Secondary Layer (Generalized Current-Based Control)

  

Microgrid Hierarchical Control Architecture

Primary Layer (Local Control)
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Figure 3.3: Proposed MG architecture with hierarchical layers and multi-rate control.
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3.4.1 Primary Layer Control

This control layer is implemented locally at each DER. Its main responsibility is
to guarantee that DERs attain adequate electric connection to the MG. Thus, reliable
operation and compliance with local grid codes [109] are achieved. This is possible by
adequate control algorithms that manage the processing of local currents and voltages
modulated by each inverter.

As seen in Fig. 3.3, this primary level of control comprises basic, specific and
ancillary services [19]. Consequently, an individual DER can offer power conversion
from RESs or ESSs coupled to its DC voltage bus, concomitantly considering pro-
tection features and grid synchronization. Moreover, multifunctional actions can be
enabled, giving local support to the MG if required [110]. Those local functions can
be efficiently performed regardless of the status of other grid nodes. In addition, the
local control of DERs does not rely on communication, which ensures that MG sta-
bility is not impaired under faulty exchange of information between the MGCC and
DERs [111].

Since this level deals with the control of switching power electronics devices, it
must run under a fast processing rate from nano- to milliseconds, depending on how
the local voltage and current controllers are implemented. Moreover, the interactions
of this hierarchical layer with the upper one occur directly through a low-bandwidth
communication link, which exist for DERs comprising remote control capabilities [8].
Recalling Fig. 3.1, one can note that the primary control layer is processed only loc-
ally at the DERs, and it may use communication links to interact with the MGCC.
As an outcome of the interactions among the primary and secondary layers, scaling
coefficients (α) provided by the MGCC are used in the calculation of the local current
references (iDER∗) of a DER. Such coefficients are explained in the following section,
and the relation between iDER∗ and α is explained in Section 3.5.

It is finally reinforced that, since this thesis also considers the existence of nd-DERs
characterized by the absence of communication interfaces (i.e., type A inverters), such
devices only present the primary layer of control implemented for ruling their local op-
erations. This means that such DERs operate based on their own operational principles
and local goals.

3.4.2 Secondary Layer Control

Traditionally, secondary layers of MG hierarchical approaches are implemented for
correcting voltage amplitude and frequency deviations caused by the primary control
[31, 108], especially for droop-based strategies. Moreover, secondary control may in-
clude additional coordinated functions to improve the MG operation, such as voltage
stabilization, reduction of distribution and conversion losses, accurate load power shar-
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ing and disturbances compensation [112]. Nevertheless, a droop-free control approach
is designed in this thesis, implying that this layer implements fairly different control
concepts.

The secondary layer herein presented is primarily responsible for the coordination
of DERs, as well as for controlling MG operations. As can be seen in Fig. 3.1, this
layer is entirely processed at the MGCC, which must be placed at the PCC in order
to support controllability over the power flow at this point. To coordinate the steering
of DERs, the MGCC must gather information from all participating inverters, and
the GCBC strategy is used as a framework to exploit them according to the desired
objectives.

Thus, as presented in Fig. 3.3, the secondary control level ensures that active, react-
ive and harmonic current sharing is adequately attained among participating DERs, by
means of the GCBC algorithm. Furthermore, by the simple and flexible formulation of
the GCBC discussed in Section 3.5, the MG can impose different conditions of power
flow at the PCC to comply with market and contractual requirements. The offer of
ancillary energy services such as the compensation of unbalanced current or voltage
components, as well as voltage regulation and damping of harmonic resonances, is
also managed at this layer. Consequently, the secondary control provides the means to
offer the transactive ancillary provision discussed in Chapter 2.

One important aspect of this layer is that it requires communication capabilities to
ensure an exchange of information with the primary and tertiary layers. With respect
to the former, the MGCC demands information about electric quantities from DERs,
returning them control coefficients (α) that scale their participation in the coordinated
functionalities (e.g., active power injection, reactive current compensation, so forth).
Relating to the latter (i.e., tertiary layer), the secondary control requires inputs for en-
abling the proper MG functionalities, also demanding setpoints (IGrid∗) that determine
the status of the power flow at the PCC (see Fig 3.1). The complete meaning of the
terms α and IGrid∗ are explained along with the GCBC strategy in Section 3.5.

Lastly, it is stated that a time rate of milliseconds to minutes is required to operate
this control layer, since it relies on the data exchange with both primary and tertiary
layers, which present faster and slower processing times, respectively.

3.4.3 Tertiary Layer Control

This top layer is implemented as a means for attaining proper interactions with
external energy players (e.g., DSO, DRAs, other MGs, etc), and concomitantly mon-
itoring the MG functionalities devised to several internal and external purposes. Such
tertiary control is usually implemented at the MGCC to facilitate the integration with
the other layers, and it incorporates the energy market aspects that allow the MG to
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participate in transactive relations. It is highlighted that there is no impediment for
this layer to be remotely settled in a computational unit dispersed over the electrical
system. Basically, the tertiary layer comprises all the information about the overall en-
ergy generation, and power consumption profiles expected for the MG within a certain
time period (e.g., hours, days, months). As a consequence, in possession of such in-
formation, the MG manager can determine the needs and capabilities related to power
dispatchability, thus allowing a planned market participation.

Another role of this layer is to establish interconnection contracts with the DSO.
Due to stability and power planning matters, in order for a MG to be coupled to a
distribution system, it has to comply with contractual requirements. Such require-
ments can basically be translated into limits for the dispatch or absorption of active
and reactive power, also determining compliance with power quality standards at the
PCC [65]. Despite the fact that such operational boundaries can change throughout
the lifetime of a MG, they are important parameters for regulating the offer of energy
services, becoming fundamental within the control aspects devised by the secondary
layer. For instance, upper (IGrid) and lower (IGrid) contractual limits (i.e., later ex-
plained in Section 3.5) constrain the MG power dispatchability, therefore they need to
be considered within the GCBC strategy.

As presented in Fig. 3.3, the tertiary layer is also responsible for incorporating
optimization [66] or intelligent control algorithms [113] into the MG management.
This is an interesting possibility because the MG operation and the coordination of
DERs can be devised according to approaches that not only provide multi-purpose
operation, but are also able to extract the most from the system capabilities. Thus, the
operation of the tertiary layer can extend the coordination of DERs to functionalities
that lead to an even more sophisticated MG management.

A longer timeframe is needed for the operation of the tertiary layer, running from
minutes to days, since it handles data and interactions of slow nature (i.e., market
relations, energy planning, etc.). In addition, due to the possible implementation of
complex algorithms (e.g., used for market decisions and optimized MG operation)
high computational capability is usually required.

3.5 Generalized Current-Based Control of DERs

3.5.1 GCBC Strategy: Premises

The GCBC strategy is herein devised as a centralized approach that coordinates
inverters to offer multiple operational functionalities. Following the aforementioned
hierarchical infrastructure, the steering of DERs occurs based on the analysis of peak
currents flowing within the MG. More specifically, such peak (i.e, magnitude) currents
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are analyzed for all DERs participating in the coordinated control strategy, as well
as for the currents flowing through the MG PCC. Therefore, scaling coefficients (α)
can be calculated to adjust the currents being processed by the inverters. The GCBC
strategy is primarily processed at the MGCC, relying on communication means to
achieve bidirectional data exchange with DERs.

The GCBC approach is formulated considering in-phase (i.e., subscript "||") and
quadrature (i.e., subscript "⊥") components of currents in relation to PoCs or PCC
voltages, and no load currents need to be measured, which provides interesting scalab-
ility to applications in LV MGs. Considering a generic time domain current flowing
through a node, i(t), its in-phase component, i||(t), is characterized by a waveform
that presents no phase-shift in relation to the voltage of that same node. Similarly, the
quadrature element, i⊥(t), is defined by the current component that is orthogonal to
that voltage. Thus, one can reconstruct i(t) based on Eq. 3.1.

i(t) = i||(t) + i⊥(t) (3.1)

Since the GCBC approach relies on the analysis of current components, three
premises are important: i) the reason for using peak current terms; ii) the choice of
providing MG management based on currents instead of power terms; and iii) the for-
mulation of a centralized approach.

The initial premise relates to the fact that, following a cooperative perspective in
which many DERs may exist, the analysis of currents flowing within a LV MG is usu-
ally not practicable under a time-domain perspective. This occurs because the status of
several DERs needs to be processed in a coordinated way. Consequently, even though
communication links might present fast transmission rates, currently it would not be
realistic to implement it in real-life applications of MG control, given the existing
technologies [114]. Usually, low-bandwidth communication is used for MG manage-
ment [114, 115]. Thus, instead of analyzing time domain current components (i.e.,
instantaneous magnitude and phase), one can use their peak values as parameters, as
has been done for the GCBC strategy. By using peak currents as control parameters, a
simplified implementation method can be devised for the coordination strategy, since a
reduced amount of data is analyzed and transmitted through low-bandwidth channels.

With regard to the second premise, it is known that power-based coordination of
DERs is more commonly considered in the literature [108, 116, 117], due to its sim-
plified interpretation and straightforward implementation. Nonetheless, power-based
coordination of DERs is not trivial to be formulated when non-ideal operational as-
pects are faced, such as upon the existence of harmonics and unbalanced components
in currents or voltages. By choosing a current-based approach, more flexibility can be
attained to interpret the physical interactions occurring within the MG, and in some
cases, the coordination of DERs to achieve proportional power sharing might be facil-
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itated [118, 119, 120].

Lastly, the choice of a centralized approach is due to the operational feature of
the MG. Since this thesis focuses on MGs that are interconnected and intend to parti-
cipate in transactive energy markets, the ICT infrastructure is a fundamental element.
Additionally, the MG power dispatchability cannot be adequately controlled unless a
monitoring unit assesses the power flow through the PCC. Consequently, such quan-
tification of the power flow should also be accounted for while coordinating inverters.
Yet, another aspect is that power sharing among DERs can be more accurately devised
if communication is employed [121]. Thus, although centralized MG management
may present limitations tied to the dependence on communication links and the cent-
ralization of data processing [108], if properly designed, it can offer more flexibility of
operation, as well as superior performance, than distributed or decentralized strategies
[122].

3.5.2 The GCBC Strategy for Coordination of DERs

Let us consider that in an interconnected LV MG there is a number J (i.e.,
j=1,2,3,...,J) of DERs that are interfaced by inverters. Any DER can be controlled by
the GCBC strategy, so long as they present communication interface and remote con-
trol capabilities. Particularly for the case of nd-DERs, due to their feature of presenting
intermittent and non-dispatchable generation, active power control is not usually con-
sidered for coordination. However, nd-DERs can still participate in the coordinated
control strategy (e.g., concerning reactive and harmonic control), if they present the
remaining power capability and can operate as a multifunctional device.

Herein, the peak value (I) of a current component from a DER or from the PCC will
be denoted by IDER and IGrid, respectively, being required for explaining the GCBC
strategy. Additionally, the following fundamental concept is highlighted: given a time-
domain current (i(t)) composed of H harmonic components (i.e., h=1,2,3,...,H), it can
be rewritten at any time according to Eq. 3.2. Note that such a definition considers an
AC time-domain signal of unity amplitude that determines the in-phase (xh||) or quad-
rature (xh⊥) synchronism of the current components, respectively. Such synchronism
is always achieved in relation to the voltage of that same node of the electric circuit.

i(t) =
H∑

h=1

(Ih|| · xh|| + Ih⊥ · xh⊥) (3.2)

The GCBC strategy requires the implementation of three main tasks to steer DERs.
They are: i) the local evaluation of electrical quantities at DERs and PCC; ii) the
processing of the GCBC algorithm at the MGCC; and iii) the local current reference
setting at DERs. The summarized scheme presented in Fig. 3.4 demonstrates how
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Figure 3.4: Three main tasks of the GCBC strategy for coordination of DERs.

these three tasks are integrated into the GCBC strategy. One can note that, given a
control cycle "k", the GCBC tasks are processed sequentially at different locations of
the MG, using communication links to adjust the currents injected by DERs at the final
step. Each of these tasks is thoroughly explained below.

i) Local Evaluation of Electrical Quantities

This procedure is required to process the electrical quantities (i.e., voltage and cur-
rents) at the nodes of interest. It occurs at each DER and at the MGCC. The main
goal of this procedure is to detect the peak values of the currents flowing through the
respective PoCs and PCC. For instance, let us consider the time-domain local output
current of a DER, iom(t), in which m stands for the respective phase of a generic circuit
(e.g., m = a, b or c, for three-phase topology). The scheme demonstrated in Fig. 3.5(a)
is then used for extracting the magnitude of the in-phase (Ioh||m) and quadrature (Ioh⊥m

)
peak currents of iom(t). Of course, since this procedure occurs at DERs and the PCC,
one finds that Iohm

= I
DERj

hm
for each j-th DER, and Iohm

= IGrid
hm

for the PCC.

The decomposition of current components is performed for all harmonic orders
(h) that need to be controlled. For instance, by controlling the fundamental in-phase
component, Io1||m , active current control is obtained. Similarly, reactive current con-
trol occurs based on Io1⊥m

. The components of upper harmonic orders (i.e., for
h=3,5,7,9,...,H), Ioh||m and Ioh⊥m

, are responsible for the regulation of non-fundamental
currents (i.e., compensation of harmonics). Furthermore, it is already noticeable that
the GCBC strategy performs a per-phase analysis of currents. Consequently, it can
easily be applied to any topology of electric circuits (i.e., single-, three-, or other poly-
phase systems).

The local evaluation required by the GCBC starts by measuring the local currents
and voltages (vom) of a PoC or PCC, as seen in Fig. 3.5(a) (i.e., vom = vDERj

m for DERs,
or vom = vGrid

m for the PCC). The voltage measurements feed a PLL algorithm, which
gives the fundamental synchronization angle θ1m. Later, θ1m is used for calculating
the synchronization angles θhm = h · θ1m that provide the references for the harmonic
frames. Moreover, it should be noted that, if such angles feed cosine and sine trigono-
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Figure 3.5: Local evaluation of electrical quantities required for the GCBC strategy. (a) Sum-
marized scheme; and (b) graphical demonstration of the procedure in (a).

metric functions, the aforementioned unity reference signals, xh||m and xh⊥m , can be
obtained for the in-phase and quadrature orientations. Another important aspect is that
the chosen PLL algorithm must be robust enough to endure operation under non-ideal
voltage conditions, such as for the cases of applications in weak LV MGs. Under that
premise, the PLL algorithm presented in [123] is considered for this thesis.

In possession of xh||m and xh⊥m , as well as of the node current iom(t), one can use
a discrete Fourier transform (DFT) [124] as a means for calculating the peak values
of the targeted current components. Here, a discrete implementation of the Fourier
transform is used in view of a digital implementation of the method in a processor,
which requires only a low computational burden. The adopted DFT is devised in
Fig. 3.5(a) by means of moving average filters (MAFs) that act as low-pass filters
(LPFs), allowing simple digital implementation. Moreover, due to the feature of this
implementation, the peak current terms Ioh||m and Ioh⊥m

are average quantities that
could assume either positive or negative values, depending on how xh||m and xh⊥m

interact with iom(t). For instance, attaining a positive value for Io1||m would indicate an
injection of active power. On the other hand, power absorption (i.e., storage) would
result in a negative1 value for Io1||m .

Another highlight is that, if desired, other approaches for the calculation of the
peak currents [125, 126] could be devised, guaranteeing compatibility with the fol-

1The negative peak value (i.e., negative magnitude) of a periodic current component does not present
mathematical meaning. Such a definition is an abstraction, given that the peak detection scheme from
Fig. 3.5 can indicate if a current component is either in-phase or 180o-shifted in relation to xh||m or
xh⊥m . For the case of having a 180o-shifted current signal, a negative peak value is obtained.
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lowing steps of the GCBC algorithm. A time-domain formulation is chosen within
this thesis due to its simple digital implementation and easier adaptability to extend
the operation to more advanced control functionalities, as demonstrated in Chapter
6. Finally, note that in Fig. 3.5(b) a graphical representation of the discussed local
evaluation is presented to further clarify how the peak currents are calculated.

As the last step of this procedure, all the peak currents calculated (i.e., Ioh||m and
Ioh⊥m

) are gathered to compose a data packet, which is subsequently sent to the MGCC,
as shown in Fig. 3.5(a). Along with such terms, other peak current terms need to be
inserted into this data packet. Such quantities are the nominal current rating of that
j-th DER (IDERj

nomm ), the maximum active current that it can generate (IDERj
1||maxm

), and

the maximum active current that it can store (IDERj
1||stom) if an ESS exists.

The per-phase term IDERj
nomm is a constant related to the nominal apparent power of

that inverter (i.e., ADERj
3Φ , for a three-phase system). It can be easily calculated, for

example, according to Eq. 3.3, in which V DERj
RMSm

is the root mean square (RMS2) m-
phase voltage of that DER. In this thesis, all RMS variables for voltages and currents
are given by capital letters, always presenting the subscript "RMS" to distinguish them
from the peak value definition.

IDERj
nomm

=

√
2 ·ADERj

3Φ

3 · V DERj
RMSm

(3.3)

The term IDERj
1||maxm

characterizes the capability of a j-th DER to inject active current,
either considering the implementation of MPPT algorithms for its RES (i.e., if it is a
nd-DER) or based on the usage of stored power (i.e., if it is a d-DER). Lastly, the term
IDERj

1||stom can be attained based on the SoC of the ESS, as typically performed for battery

systems [127]. Therefore, IDERj
1||stom is only applied to the case of d-DERs.

As expected, since the MGCC is responsible for performing the local evaluation
of electrical quantities at the PCC, the calculated terms IGrid

h||m and IGrid
h⊥m

are only used
locally. Thus, they do not need to be transmitted to DERs at any moment.

ii) Processing of the GCBC Algorithm at the MGCC

The second task of the coordination strategy is to process the GCBC algorithm
at the MGCC. Such an algorithm needs to be periodically processed, utilizing data
packets transmitted by the DERs. Thus, let us consider a given control cycle "k"
that is initiated at the beginning of a periodic window of the MG management. As

2The RMS value of a generic voltage is given by VRMS =
√

1
T
·
∫ T

0
v2(t)dt, while for a generic

current it is IRMS =
√

1
T
·
∫ T

0
i2(t)dt, having T as the period of these signals.
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explained in Section 3.4.2, such a control window can be designed to operate between
milliseconds and minutes, according to the MG needs. This cycle "k" is only updated
at the next control interruption, resulting in "k = k + 1". Thus, once cycle "k" starts,
the MGCC pulls the data packets processed by DERs, just as explained for the step
of local evaluation of electrical quantities. Likewise, the local peak currents from the
PCC are also calculated. Again, it is considered that J DERs are participating in the
coordinated control strategy.

Having information about the status of all participating DERs and the PCC, and
knowing that H harmonic orders need to be controlled, the following calculation is
performed. Firstly, the total current contribution of the J DERs is computed, for each
harmonic order h, as given by Eqs. 3.4 and 3.5. This process is performed for the in-
phase (IDERt

h||m ) and quadrature (IDERt
h⊥m

) current components. Herein, the superscript
"t" will stand for the total quantities of the MG (i.e., with relation to all J DERs parti-
cipating in the GCBC strategy).

IDERt
h||m (k) =

J∑
j=1

IDERj
h||m (k) (3.4)

IDERt
h⊥m

(k) =

J∑
j=1

IDERj
h⊥m

(k) (3.5)

A similar calculation has to be performed for the nominal capabilities of the DERs
(IDERj

nomm ), as well as for their maximum generation (IDERj
1||maxm

) and storage (IDERj
1||stom)

peak currents. This procedure is realized as shown in Eqs. 3.6 to 3.8. At this point,
the MGCC knows the actual participation of DERs in the overall status of the MG op-
eration. Eq. 3.7 demonstrates that DERs may even have different generation profiles,
ones which do not require additional processing of the analyzed current quantities to
obtain coordination among DERs.

IDERt
nomm

(k) =

J∑
j=1

IDERj
nomm

(k) (3.6)

IDERt
1||maxm

(k) =

J∑
j=1

IDERj
1||maxm

(k) (3.7)

IDERt
1||stom(k) =

J∑
j=1

IDERj
1||stom(k) (3.8)
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Hence, knowing that the MGCC also possesses the information about the currents
flowing through the PCC (i.e., IGrid

h||m and IGrid
h⊥m

), the summed current contribution
(ILh||m and ILh⊥m

) of all MG elements, including the passive or non-controlled ones,
can be devised. This is conducted based on the PCC and DERs’ current components at
the cycle "k", and according to Kirchhoff’s current law. Such a current reconstruction
is based on Eqs. 3.9 and 3.10. Besides, a graphical demonstration is presented in Fig.
3.6 to facilitate the understanding of such interpretation.

ILh||m(k) = IDERt
h||m (k) + IGrid

h||m (k) (3.9)

ILh⊥m
(k) = IDERt

h⊥m
(k) + IGrid

h⊥m
(k) (3.10)

A few notable aspects need to be mentioned with regard to these two load current
terms. Firstly, one can note that the left-hand side of Eqs. 3.9 and 3.10 not only
comprises the currents drawn by the loads that may exist within the MG, ILh||m and
ILh⊥m

also incorporate all the power losses occurring in line impedances and other
dissipative elements. Additionally, DERs that do not participate in the GCBC strategy
are also considered within these terms. Another important remark is that Eqs. 3.9 and
3.10 are only valid due to the limited size of the considered MG, its homogeneous
characteristic, and the low X/R feature of its line impedances, which guarantees that
voltage shifts are not significant, as discussed in Section 3.2.

Lastly, note that, if the J DERs are able to share the amount of peak currents given
by ILh||m and ILh⊥m

, the current flow through the PCC will become null. This is an
operational premise of the GCBC algorithm, which defines the amount of peak current
that should be shared among DERs, in order to achieve different desired objectives. If
DERs are able to achieve ILh||m = 0 and ILh⊥m

= 0 for all significant harmonic orders,
the MG will operate under full self-consumption mode [44] in a steady-state condition.
Consequently, the MG would not depend on the upstream grid, aside from the fact of
forming the grid (i.e., imposing the voltages and frequency at the PCC).

Now, the GCBC algorithm takes into consideration the transactive aspect of the
MG operation, which demands a controllable power flow through the PCC. Such a

Upstream 
Grid

PCC

Loads
+

Non-controllable 
Elements

MICROGRID

MGCCMGCC

𝐼ℎ𝑚
𝐷𝐸𝑅𝑡  

𝐼ℎ𝑚
𝐺𝑟𝑖𝑑  

𝐼ℎ𝑚
𝐿  

Figure 3.6: Kirchhoff’s current law applied to the MG peak current analysis.
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power flow can be translated into current signals that must be drawn or dispatched by
the MG, considering that it is interpreted as single entity from the DSO perspective.
Thus, let us define such signals as reference peak currents at each h harmonic order,
namely IGrid∗

h||m and IGrid∗
h⊥m

.

These terms establish the amount of peak current that must circulate at the PCC,
even after fulfilling the MG internal current needs (i.e., ILhm

). Consequently, these
terms are usually set by the DSO, or by transactive deals, through interactions at the
tertiary layer. For instance, if IGrid∗

1||m is a non-null positive quantity, this means that
the overall operation of the MG is seen by the upstream grid, as a load drawing active
currents. On the other hand, if IGrid∗

1||m is a negative quantity, it means that the MG
is exporting (i.e., dispatching) active power. It is also important to remember that,
due to contractual relations with the upstream grid, such PCC reference terms are
constrained to active and reactive power dispatch limits, resulting in Eqs. 3.11 and
3.12, respectively.

IGrid
1||m ≤ I

Grid∗
1||m ≤ IGrid

1||m ∀ IGrid∗
1||m ∈ IR (3.11)

IGrid
1⊥m

≤ IGrid∗
1⊥m

≤ IGrid
1⊥m

∀ IGrid∗
1⊥m

∈ IR (3.12)

Then, one can define the currents that need to be shared by the DERs, at the next
control cycle "k+1", namely I∗h||m(k + 1) and I∗h⊥m

(k + 1). Such references can be
calculated according to Eqs. 3.13 and 3.14, which can be expanded to Eqs. 3.15 and
3.16.

I∗h||m(k + 1) = ILh||m(k)− IGrid∗
h||m (k + 1) (3.13)

I∗h⊥m
(k + 1) = ILh⊥m

(k)− IGrid∗
h⊥m

(k + 1) (3.14)

I∗h||m(k + 1) = IDERt
h||m (k) + IGrid

h||m (k)− IGrid∗
h||m (k + 1) (3.15)

I∗h⊥m
(k + 1) = IDERt

h⊥m
(k) + IGrid

h⊥m
(k)− IGrid∗

h⊥m
(k + 1) (3.16)

Finally, in order to coordinate DERs to achieve current sharing over multiple har-
monic orders, I∗h||m and I∗h⊥m

are used to calculate scaling coefficients (i.e., namely
αh||m and αh⊥m). Such a calculation is devised by means of Eqs. 3.17 and 3.18. The
term

√
∆Im is defined as the overall peak current capability of the MG, and it needs

to be used to achieve proportional current sharing among DERs, while respecting their
power ratings. This term must be adjusted iteratively according to the calculation of
each scaling coefficient, as depicted in Fig. 3.7.

αh||m =
I∗h||m(k + 1)
√

∆Im
, ∀ αh||m ∈ IR : −1 ≤ αh||m ≤ +1 (3.17)
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αh⊥m =
I∗h⊥m

(k + 1)
√

∆Im
, ∀ αh⊥m ∈ IR : −1 ≤ αh⊥m ≤ +1 (3.18)

Such a correction of
√

∆Im follows a sequential order, having active current con-
trol processed first, reactive control next, and the in-phase and quadrature harmonic
orders are processed last. Particular attention must be given to active current control
because active current injection or absorption must be related to IDERt

1||maxm
and IDERt

1||stom ,
respectively. Note that, since each step of this procedure is based on orthogonal sub-
tractions, by using the DERs’ estimated currents (i.e., given by ÎDERt

h||m = αh||m ·
√

∆Im

or ÎDERt
h⊥m

= αh⊥m ·
√

∆Im) at "k+1", overcurrents are prevented. Additionally, such
phasorial calculations also guarantee that their current capabilities are respected. The
scheme in Fig. 3.7 uses two auxiliary variables (∆Im and ∆Imold

), which hold the
quadratic value of the overall current capability at the actual and previous calculation
steps, respectively. It should ultimately be remarked that, if desired, for whatever MG
management reason, the sequence of the iterative calculation of

√
∆Im can be flexibly

readjusted.

Finally, further explanations are given about the scaling coefficients, αh||m and
αh⊥m . These coefficients are within the range of [−1,+1], and if they are equal to
+1 or -1, it indicates that all the DERs’ current capacity, at a given harmonic order
h, is used. As expected, if these coefficients are null, no current control is performed
at the respective harmonic order. In particular, when looking into the coefficients of
the fundamental order, one can generally understand the coordination purpose of the
DERs.

For instance, the term α1||m relates to active current control, and it indicates
that power injection is demanded by the DERs (i.e., if α1||m > 0), or that absorp-
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Figure 3.7: Iterative calculation of DERs’ current capability (
√

∆Im).
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tion/storage is commanded (i.e., if α1||m < 0). On the other hand, the term α1⊥m

implies that inductive or capacitive behavior is provided by the DERs, if α1⊥m > 0
or α1⊥m < 0, respectively. Yet, by using the non-fundamental scaling coefficients
(i.e, αh||m and αh⊥m , for h ≥ 2), the MG manager has a means to implement dis-
tributed and selective compensation of harmonic currents. Of course, for the case
of nd-DERs not comprising ESS, α1||m cannot assume negative values, as IDERj

1||stom is
null. Besides, since the GCBC algorithm can also be employed to coordinate act-
ive filters [128], a similar idea would apply, resulting in α1||m being always null, as
IDERj

1||maxm
= IDERj

1||stom = 0.

This task of the GCBC strategy terminates by gathering in a data packet the scaling
coefficients, of all harmonic orders to be controlled. Sequentially, this data packet is
broadcast to all participating DERs within the MG, so they can adjust their current
injections as given by the next step of the GCBC approach.

iii) Current Reference Setting at DERs

The final procedure of the GCBC strategy is responsible for setting the right current
references to be injected by the DERs. This task occurs only at each DER, and it uses
the scaling coefficients transmitted by the MGCC. Let iDERj∗

m (t) be the time-domain
current reference of the phase m, for each j-th DER participating in the coordination
strategy. Such a reference can then be constructed similarly to Eq. 3.2, in which the
unity reference signals (i.e., xDERj

h||m and xDERj
h⊥m

) come from the local evaluation of the
electrical quantities realized by that j-th DER. Thus, the final current reference used
for that DER is given by Eqs. 3.19 to 3.20, which can be summed up to result in Eq.
3.21, similarly to Eq. 3.1.

iDERj∗
||m (t) =

H∑
h=1,3,5,...

(
αh||m ·

√
∆IDERj

m · xDERj
h||m

)
(3.19)

iDERj∗
⊥m

(t) =
H∑

h=1,3,5,...

(
αh⊥m ·

√
∆IDERj

m · xDERj
h⊥m

)
(3.20)

iDERj∗
m (t) = iDERj∗

||m (t) + iDERj∗
⊥m

(t) (3.21)

In such equations, the current capability of each respective DER (
√

∆IDERj
m ) is

used. This variable is calculated in the same way as for the total current capability of
the MG (

√
∆Im), following the same iterative scheme presented in Fig. 3.7. However,

for
√

∆IDERj
m , only the local quantities of that specific j-th DER must be used (i.e.,

IDERj
nomm , IDERj

1||maxm
, and IDERj

1||stom).
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A final remark is made with regard to the per-phase controllability provided by the
GCBC strategy. Note from Eq. 3.21 that the current reference for a DER is locally
constructed based on the evaluations performed at each phase m, even for the three-
phase topology. This indicates that, for the case of single-phase MGs, the GCBC is
performed only for one phase. On the other hand, for three-phase MGs, the GCBC
application depends on the topology of the inverters. For instance, if three-leg DERs
exist, only two phases need to be controlled [129], being the modulation of the third
leg obtained from Kirchhoff’s current law. Hence, the GCBC needs to be implemented
considering two phases to adequately coordinate such DERs.

For the case in which three-phase four-leg DERs exist (i.e., in a three-phase four-
wire MG) [130], as it will be discussed in Section 6.4, the GCBC is applied to three
phases, controlling the DER’s neutral leg by Kirchhoff’s current law. Based on this
concept of operation, the coordination strategy can be applied to any MG topology
(e.g, such as two-phase three-wire circuits [42]). Additionally, although being outside
the scope of this thesis, such a per-phase coordination can even be employed for steer-
ing single-phase DERs arbitrarily connected to three-phase MGs, or it can concomit-
antly coordinate single- and three-phase DERs, as done in [68] and [71], respectively.

3.6 Chapter Conclusions
In this chapter, a model-free coordinated control strategy was devised to steer DERs

in AC MGs. Although being applicable to generic voltage levels, the approach is
particularly interesting from the LV perspective due to the feature of line impedances,
which commonly present a low X/R ratio. The strategy, so-called Generalized Current-
Based Control (GCBC), is formulated by means of the analysis of peak currents, and
it takes advantage of a three-layer hierarchical architecture that incorporates multi-rate
control aspects. Consequently, the cooperative operation of the controlled inverters is
able to consider operational features ranging from the power electronics level, up to the
perspective of power systems planning. Since the strategy is devised under a per-phase
control approach, it is flexible enough to be implemented in LV MGs of generalized
circuit topologies.

The considered MG topology and control modeling of the adopted DERs has also
been presented. Discussions about MG infrastructure indicated that the proposed co-
ordination approach focuses on LV systems of limited size and that present homo-
geneous features. It has also been discussed that the GCBC strategy is suitable for
coordinating DERs of different natures (i.e., dispatchable or non-dispatchable beha-
vior), also considering variability in power generation. As an example of the multiple
operational objectives offered by the GCBC strategy, it has been highlighted that the
MG manager is able to coordinate DERs to perform active and reactive current shar-
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ing, as well as distributed and selective harmonic compensation. Moreover, the power
flow of the MG at the PCC can be flexibly controlled, ensuring that power dispatch-
ability is offered to comply with contractual requirements and demands for transactive
actions.
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Chapter 4

Multi-Purpose Coordination of DERs
Devising Flexible Microgrid Operation

4.1 Introduction
Herein, the multi-purpose feature of the GCBC strategy is demonstrated and valid-

ated, being later complemented by the non-ideal operational scenarios and advanced
control functionalities presented in Chapters 5 and 6, respectively. Firstly, the main
MG testbench implemented for simulations results is discussed, and the main labor-
atory prototype used for experimental validations is presented. Most of the proposed
functionalities and features of the GCBC strategy are experimentally assessed, as a
means to certify the feasibility of the approach to real-life applications.

Three main operational purposes are firstly presented, demonstrating the capability
of the coordination method to provide active, reactive and harmonic control. Thus,
it is shown that DERs can be steered to achieve proportional active current sharing,
distributed compensation of reactive currents, as well as selective mitigation of har-
monics. The MG power dispatchability is then presented, showing that DERs can be
coordinated to provide a controllable power flow at the PCC, certifying the transactive
aspect of the strategy. Since different DERs may exist in a LV MG, it is shown that nd-
and d-DERs can be coordinated by the GCBC, and that it can handle the possibility of
supporting variable generation profiles for the RESs.

Lastly, additional operational considerations are presented to demonstrate two as-
pects. The first is related to the MG’s capability of transitioning between grid-
connected and islanded modes, ensuring that the GCBC strategy does not negatively
affect the synergistic operation of DERs or grid. The second aspect highlights how the
cooperative method realized by the GCBC compares to the well-known droop control
strategy.

81
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4.2 Microgrid Simulation Testbench and Experimental
Prototype

4.2.1 Main Simulation Testbench

As discussed in Section 3.2, this thesis relies on the CIGRE’s European LV bench-
mark [96] as the main reference for computational simulations. This testbench, which
is a three-phase four-wire circuit, is herein used for all simulation results, apart from
Sections 4.4.2 and 5.7 that use another MG circuit for the sake of simplicity.

The MG is implemented as demonstrated in Fig. 3.1 (one can also see a simpli-
fied layout in Fig. 4.1(a)), comprising: i) a delta-wye DST interconnecting the MG
with the upstream grid; ii) line impedances between electric nodes (B_); iii) several
circuit breakers (CB_) that connect the MG PCC, loads and DERs; iv) linear and non-
linear loads (unbalanced loads are only considered in Section 6.4); and v) eight DERs.
With regard to the DERs, they are modeled based on three-phase three-leg inverters
connected to phases a, b and c. Additionally, the eight inverters are considered to be
three d-DERs (i.e., d-DER1 to d-DER3), two nd-DERs without communication inter-
face (i.e., nd-DER1 and nd-DER2), and three nd-DERs with communication interface
(i.e., nd-DER3 to nd-DER5). Thus, such inverters operate according to the premises
presented in Section 3.3.

The physical and operational parameters of the above-mentioned MG elements are
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Figure 4.1: Simplified layout of the adopted MG, and preliminary simulation results. (a) MG
layout; (b) voltages and currents at PCC; and (c) harmonic content of the load currents.
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presented in Tables 4.1 and 4.2. The parameters of line impedances are available in
Appendix B.1.2. Moreover, for this testbench, DERs are modeled considering LCL
filters with an active damping loop (i.e., as in Section 3.3). Additionally, PRep cur-
rent controllers are devised to control the DER’s output current (iDERj

m (t)) directly in
time-domain (i.e., without requiring axis transformations), ensuring zero steady-state
error while tracking iDERj∗

m (t). The model of these current controllers are presented
in Appendix B.1.3. Yet, RESs and DC bus voltage controllers are idealized in simu-
lations by using constant voltage sources. Herein, the variable rdDERs is defined as
the current ratio between d-DER1 (or d-DER3) and d-DER2, being used to assess their
proportionality while performing current sharing. For instance, Table 4.2 shows that
rdDERs = 1.75 for simulations using the main MG testbench.

MATLAB/Simulink®, version R2018a, is used as a simulation platform for im-
plementing the MG. Besides, a time step of 1.33 µs is set for simulations, using a
fixed-step discrete solver. Since the GCBC is based on a hierarchical control archi-
tecture that uses multi-rate control, delays are emulated in simulation by zero order
sample holders, achieving the required different processing times of the approach. For
instance, DERs run with sampling time equal to Ts, and the GCBC processing time,
at the MGCC, is set to process data packets at each cycle of the line voltage (i.e,
TGCBC = 20 ms). Since the tertiary layer is much slower than the other two control

Table 4.1: MG parameters used for simulation results.

Parameter Value

Line-to-line voltage at the DST’s primary side 20 kVRMS

Line-to-line voltage at the DST’s secondary side 400 VRMS

MG frequency (fo) 50 Hz
DST’s reactance 0.016 Ω

DST’s apparent power (ADST
3Φ ) 500 kVA

Loads‡ Value

LB11 (resistive-inductive)
A3Φ = 13.50 kVA
with PF = 0.54

LB15 (resistive-inductive)
A3Φ = 13.50 kVA
with PF = 0.54

LB16 (resistive-inductive)
A3Φ = 12.50 kVA
with PF = 0.75

LB17 (resistive-inductive)
A3Φ = 5.90 kW
with PF = 1.00

LB18 (resistive-inductive)
A3Φ = 5.60 kVA
with PF = 0.82

Non-linear Loads: NL1, NL2, NL3 2 mH, 2.35 mF, 46 Ω
(AC side inductor, DC side capacitor and resistor)
‡See Fig. 3.1 for the disposition of loads within the MG.
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Table 4.2: DERs’ parameters used for simulation results.

nd-DERs d-DERs

DER‡ Number Apparent Power [kVA]

1 8 35
2 8 20
3 12 35
4 12 -
5 12 -

Nominal current ratio between d-DERs (rdDERs = 35/20) 1.75

LCL Filter and Control Parameters

Inductors: Li and Lg 3.5 and 1.5 mH 1.8 and 0.8 mH
Filter capacitor (Cf ) 2.2 µF 2.2 µF

Active damping gain (Kdamp) 4.8 p.u. 2.5 p.u.
PRep controller: KP and Kf gains 0.38 and 0.47 p.u. 0.26 and 0.28 p.u.

Additional Parameters (All DERs)

DC link voltage (VDC ) 750 V
Switching frequency (fsw = 1/Tsw) 15 kHz

Sampling frequency (fs = 1/Ts) 15 kHz
‡See Fig. 3.1 for the disposition of DERs within the MG.

levels, its current references used for the MG dispatchability are considered constant
throughout the simulated cases, unless otherwise stated. A picture of the implemented
MG testbench, in MATLAB/Simulink, is provided in Appendix B.1.1.

As a preliminary simulation result, the MGCC measurements for the voltages and
currents at the PCC, considering all DERs disabled (i.e., not processing any currents)
are shown in Fig. 4.1(b). Thus, only the currents being drawn by the loads are seen in
such a simulated case. It can be noted that, at normal operational conditions, the MG
presents sinusoidal voltages and distorted load currents. Since linear and nonlinear
elements are drawing power from the upstream grid, the currents at the PCC are also
phase-shifted in relation to the voltages. This indicates that, besides providing active
current to the loads, the MG must endure operation considering the circulation of
reactive and harmonic currents, respectively.

The harmonic spectrum of the load currents at PCC is presented in Fig. 4.1(c),
demonstrating that the most significant harmonic terms are the 5th, 7th, 11th and 13th

orders. The apparent (A), active (P), reactive (Q) and distortion (D) power terms at the
PCC for Fig. 4.1(b), as well as the power factor (PF), are also provided in Table 4.3. It
can be noted that a significant amount of these four power terms exist at the PCC, and
that the MG operates with non-unity power factor (i.e, 0.93). It is important to stress
that, hereon, all the presented powers terms and PF are calculated based on the CPT, as
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Table 4.3: Three-phase steady state powers and PF at the PCC, and MG power losses for the
main MG simulation testbench.

PCC Powers

A 67.69 kVA
P 55.55 kW
Q 39.98 kVAR
D 7.32 kVA
PF 0.80

Losses 804 W

in [45]. One can refer to Appendix A.1 for further explanations about the CPT power
and current terms. The overall power losses over the line impedances are additionally
computed for this scenario (i.e., having loads connected the MG, while all DERs are
disconnected). Such losses are calculated by summing the power dissipation at all
nodes, and for the three phases. The per-phase loss of a node is based on the expression
RZm · I2

RMSZm
, in which RZ is the resistance of that piece of line impedance, while

IRMSZm
is the RMS current flowing through it.

4.2.2 Main Experimental Prototype

A single-phase laboratory-scale MG prototype [131] is used as the main platform
to perform the experimental validations within this thesis. Exception is only made
to Sections 5.8 and 6.4, in which two other MG prototypes are used to demonstrate
specific aspects of particular functionalities of the GCBC strategy. These other two
prototypes are explained in the sections of their respective uses.

The equivalent circuit of the single-phase MG prototype is depicted in Fig. 4.2.
Moreover, a picture of the entire MG prototype is presented in Fig. 4.3 and an exten-
ded explanation about the implementation of this MG is found in Appendix C.1. The
upstream grid is formed by a 30 kVA AC grid emulator, from REGATRON®, model
TC-ACS-30-528-4WR, which is coupled to the MG PCC. The MG nodes are intercon-
nected through line impedances (ZL1 to ZL5), having ZL1 = ZL2 = ZL3 = ZL4 = 2.ZL5 =
0.5 mH. Three loads are considered for the MG operation, one being composed of an
IT8616 electronic load (L1) from ITECH® (i.e., emulating a constant 16 Ω resistor),
and two passive loads; one an inductive load (L2 = 40 mH) and the other a non-linear
load (L3).

The non-linear load is a full-wave diode rectifier having an inductor (5 mH) at its
AC side, and a capacitor bank (2.35 mF) in parallel with a resistor (41.8 Ω) at its
DC side. The MG elements can be switched on or off by means of circuit breakers
(CB_). Yet, DPO3000 TEKTRONIX® oscilloscopes were used for acquiring current
and voltage waveforms, and a DPO3PWR power analysis module was used to quantify
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the amplitude of harmonic components and the phase shift between voltage and cur-
rent.

Most importantly, such a MG prototype presents three inverters. Two of them are
controlled as dispatchable units (i.e., d-DERs?: d-DER?

1 and d-DER?
2), being ruled by

the GCBC strategy. The third inverter operates as a non-dispatchable unit (i.e., nd-
DER?

1), only injecting active power into the MG when desired, and not participating
in the GCBC approach. Note that the inverters referred for this main experimental
prototype are denoted by the superscript "?" to more easily distinguish them from
the ones used in the simulation. The d-DERs? present LC output filters, while the
nd-DER? uses a LCL output filter with passive damping resistor (Rd). The DERs?

are driven under CCM (i.e., as controlled current sources), and they use proportional-
resonant (PRes) current controllers modeled as in [102]. More details about the model
of such controllers are found in Appendix C.3.

All inverters present constant DC voltage sources at their DC buses, being: one
KEYSIGHT® model N8937APV, one CHROMA® model 62050H-600S, and a third

Grid

Emulator

PCC

d-DER1⋆ L1 d-DER2⋆
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ZL1 ZL2 ZL3 ZL4 ZL5
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CBdD2

CBL3
CBL1

Figure 4.2: Equivalent circuit of the single-phase MG prototype assembled for experimental
results.
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Figure 4.3: Experimental prototype of the single-phase MG: (a) front, and (b) back views.
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one built with a variac, an isolating transformer, and a diode bridge. The two d-
DERs? are controlled by a TMS320F28335 digital signal processor (DSP) from Texas
Instruments®, which processes the current controllers of both inverters and the code
required for implementing the GCBC strategy. The nd-DER? runs based on another in-
dependent TMS320F28335 DSP. The parameters of the DERs? used for experimental
results are available in Table 4.4. For such a prototype, the current ratio between d-
DER?

2 and d-DER?
1 is named rdDERs? .

Similarly, in Section 4.2.1, a preliminary experimental result is presented in Fig.
4.4, demonstrating how the MG operates when the loads are connected to the circuit.
For this result, all DERs? were considered to be disabled (i.e., not processing any
currents). It is emphasized that, due to simplicity and safety concerns, this single-phase
MG prototype was emulated considering line-to-neutral grid voltage of 127 VRMS at 60
Hz (i.e., in contrast to the simulation testbench, which is three-phase, and considered
phase voltage of 240 VRMS at 50 Hz).

From Fig. 4.4 it is noticeable that, although having sinusoidal voltages at the PCC,
the current demanded by the MG loads was distorted and phase-shifted in relation
to the voltages. Thus, as demonstrated in Table 4.5, the MG presents a considerable
amount of active, reactive and distortion powers at the PCC. Additionally, a signi-
ficantly low power factor was achieved for the MG, mainly due to the circulation of
reactive power. The harmonic components of the PCC currents are also presented in
Table 4.5. It can be noted that, beyond the fundamental component, the most signi-
ficant harmonic terms causing current distortion are the odd ones, from the 3rd up to
the 9th orders. The total harmonic distortion (THDi) of the PCC current, caused by the

Table 4.4: Parameters of DERs in the single-phase MG prototype used for experiments.

Parameter Value

d-DERs

d-DER?
1 nominal peak current 15 Apk (≈ 3 kVA)

d-DER?
2 nominal peak current 20 Apk (≈ 4 kVA)

Nominal current ratio between d-DERs? (rdDERs? = 20/15) 1.33
LC filter: Li and Cf 3.0 mH and 2.2 µF

Switching and sampling frequencies 12 kHz
DC link voltage (VDC ) 270 VDC

nd-DER

nd-DER?
1 nominal peak current 15 Apk (i.e., ≈ 3 kVA)

LCL filter - Inductors: L
′
i and Lg 1.0 mH and 1.0 mH

LCL filter - Capacitor (C
′
f ) and Damping Resistor (Rd) 3.3 µF and 1 Ω

Switching and sampling frequencies 18 kHz
DC link voltage (VDC ) 270 VDC
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Table 4.5: Powers and harmonic current components at PCC for Fig. 4.4.

PCC Powers Harmonics

A 1501 VA h=1 12.2 ARMS

P 980 W h=3 2.31 ARMS

Q 1148 VAR h=5 0.63 ARMS

D 315 VA h=7 0.26 ARMS

PF 0.65 h=9 0.19 ARMS

10ms/div

20A/div

10A/div

10A/div

250V/div

id-DER1

id-DER2

iPCC

vPCC

Figure 4.4: Experimental result: single-phase MG operating with all loads connected and with
DERs? disabled. From top to bottom: PCC voltage and current, d-DER?

2 and d-DER?
1 currents.

loads, is 19.5%.

Having demonstrated the features of the main simulation testbench, and of the main
experimental prototype, the results of the multiple operational purposes supported by
the GCBC strategy are discussed in the following sections.

4.3 Multi-Purpose Coordination of DERs
In this section, four main functionalities offered by the GCBC strategy are presen-

ted. First, the capability to offer active and reactive power control is demonstrated
through simulation and experimental results. Thus, inverters are coordinated to share
the fundamental components of load currents. Second, the capability to achieve se-
lective and distributed harmonic compensation is demonstrated. Third, the transactive
control aspect of the MG is shown by dynamically controlling the active and reactive
power dispatch at the PCC. Last, a final scenario demonstrates that the basic features
of GCBC strategy cope with the existence of DERs with variable generation capability.

4.3.1 Active and Reactive Current Control

The results for these two operational purposes are divided into two parts. Initially,
simulation results carried out on the MG testbench of Figs. 3.1 and 4.1 demonstrate
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how the GCBC strategy allows the possibility to coordinate DERs to achieve propor-
tional active and reactive current sharing. Additionally, the dynamic response of the
coordination strategy is shown by considering load steps. The plug-and-play feature
of the approach is also assessed by abruptly disconnecting one DER that participates
in the cooperative operation.

Later on, experimental results validate each individual aspect of operation of the
GCBC strategy. For instance, the independent control over the active and reactive
current terms is demonstrated, as well as their concomitant implementation. Moreover,
the transient behavior of controlled DERs is assessed in experiments, highlighting the
applicability of the GCBC method to real-life applications.

4.3.1.1 Simulation Results

Let us consider the main MG testbench adopted for simulation (i.e., the one ex-
plained in Section 4.2.1), in which an initial state was given by only having all loads
connected to the MG (i.e., just as in Fig. 4.1(b)). Additionally, all eight DERs (i.e., five
nd-DERs and three d-DERs) were already connected to the MG, not injecting any cur-
rents at first. Thus, simulation results are presented in Fig. 4.5, in which the voltages
and currents at the PCC are demonstrated, along with the currents from a nd-DER and
from a d-DER. Such results were divided into four intervals (Int.) to better show the
GCBC operation.

Initially, at Interval I, only loads were drawing currents, just as in Fig. 4.1(b).
At 0.3 s, all nd-DERs were initiated, injecting active power at full capability (i.e., 1
p.u.) to fulfill their major operation goal. Note that, by doing so, the nd-DERs’ cur-
rents were practically in-phase with the PCC voltages (i.e., indicating active current
injection). Then, after reaching steady state, it can be seen that the maximum amp-
litudes of the PCC currents were reduced, and that such currents were still distorted
and phase-shifted. Table 4.6 complements such a result demonstrating that the active
power (P) was the power term mainly affected by the operation of the nd-DERs (see
Table 4.3 as reference), while a considerable amount of reactive and distortion powers
still remained at the PCC.

Moreover, the DERs’ collective [132] currents (IDERj
col ) are presented in Fig. 4.6

to qualitatively compare their participation in current sharing. The collective current

from a DER is defined by IDERj
col =

√
(IDERj

RMSa
)2 + (IDERj

RMSb
)2 + (IDERj

RMSc
)2, recalling

that IDERj
RMSa

, IDERj
RMSb

and IDERj
RMSc

are the RMS phase currents. Note in Fig. 4.6 that
nd-DER1 and nd-DER2 injected the same amount of current, since they presented the
same nominal power (i.e. 8 kVA). This also occurred with nd-DER3 to nd-DER5, as
they had the same power capabilities.

Then, at Interval II in Fig. 4.5, the GCBC was initiated, coordinating d-DERs to
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Figure 4.5: Simulation results: active and reactive current sharing capability. Interval I: only
nd-DERs injecting active currents; Interval II: d-DERs sharing active and reactive currents;
Interval III: load steps; Interval IV: d-DER1 abruptly disconnects. From top to bottom: PCC
voltages and currents, nd-DER1 and d-DER2 currents.

Figure 4.6: DERs’ collective currents during simulations in Fig. 4.5.

perform active and reactive current control. Thus, the goal was to steer d-DERs to
share the active and reactive current demanded by the loads within the MG. Since
these were the only targeted operational purposes, the terms IGrid∗

1|| and IGrid∗
1⊥ used in

the GCBC algorithm were considered to be null at this point (i.e., no power dispatch is
expected). As d-DERs started receiving scaling coefficients (i.e., α1|| and α1⊥), they
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Table 4.6: Three-phase steady state powers at the PCC, and overall power losses for Fig. 4.5.

PCC Powers

Int. I Int. II Int. III Int. IV

A [kVA] 43.63 7.20 5.28 4.98
P [kW] 5.92 0.79 0.05 0.04
Q [kVAR] 42.56 0.16 0.01 0.16
D [kVA] 7.54 7.16 5.28 4.95

Losses [W] 344 146 212 300

rapidly adjusted their current injections. For instance, it can be noted in Fig. 4.5 that
after a few fundamental cycles (i.e., approximately two to three cycles) the d-DERs
had already reached steady state. In the zoom-in-view of this interval, it is also seen
in detail that the nd-DERs currents did not change, and that d-DER2 (as all d-DERs)
processed currents that were phase-shifted in relation to the PCC voltages. As a result,
it can be seen in Table 4.6 that the P and Q were significantly lower than during the
previous interval.

Since the active and reactive current components were mostly supplied by the
DERs, the PCC currents became visually more distorted, indicating that primarily har-
monics flowed through the PCC. Knowing that the grid voltages were sinusoidal, the
D power in Table 4.6 also demonstrates that mostly distortion currents were seen at
the PCC. Yet, note that, by having D practically maintaining its amount from Interval
I to II, this indicates that the fundamental current sharing provided by the GCBC was
decoupled from harmonic components of higher orders.

Another important feature of the GCBC strategy can be interpreted from the col-
lective currents in Fig. 4.6. As the d-DERs reached steady state operation, it is clear
that d-DER1 and d-DER3 processed the same amount of collective current during this
interval, being approximately 42.69 A. On the other hand, d-DER2 processed 24.47
A of collective current, which is 1.74 times smaller than the ones from d-DER1 and
d-DER3. Since a proportional current sharing among coordinated DERs is desired for
the MG’s operation, such collective values indicate that this goal was achieved. If one
recalls the nominal powers of the d-DERs (see Table 4.2), the baseline ratio between
d-DER1 and d-DER2 (also between d-DER3 and d-DER2) is rdDERs = 1.75, which
was very close to the one obtained during simulations (i.e., 1.74). Consequently, it
is demonstrated that the GCBC was able to offer proportional current sharing among
coordinated DERs, under a model-free approach.

At Interval III, a dynamic change on the MG was emulated by abruptly discon-
necting two loads at the same time, i.e. a linear load (LB16) and the nonlinear load at
node B18 (see Fig. 3.1). The circuit breakers of such loads were switched off at 0.7
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s, being visible that a step disturbance occurred at the PCC currents immediately after
this action (see Fig. 4.5). Such a disturbance occurred at the PCC because the GCBC
relies on communication links to adjust the currents injected by the DERs. Thus, note
that, after 0.7 s, the d-DER2 currents only started to be adjusted after approximately
one fundamental cycle, which was the data transmission speed set for simulations.

As the MGCC sensed a different current flowing through the PCC, the scaling
coefficients calculated by the GCBC algorithm were automatically readjusted to up-
date the current setpoints of the DERs. The GCBC scaling coefficients responsible for
the active and reactive current control are depicted in Fig. 4.7 for the entire simulation
period, demonstrating that the MG operation was constantly monitored and readjusted
according to the operational goals. After reaching steady state, the active and react-
ive currents injected by the d-DERs presented smaller amplitude than in the previous
interval, as the load power demand became lower (see zoom-in-view of Interval III in
Fig. 4.5).

It can be seen from Table 4.6 that even though a different operational condition
occurred within the MG, the GCBC strategy was able to adequately coordinate DERs
to achieve similar results, as in previous intervals. Note that the active and reactive
powers were practically shared by DERs, not demanding a significant amount of such
terms to be provided by the upstream grid. Yet, as can also be seen from the zoom-
in-view in Fig. 4.5, mostly harmonic currents flowed through the PCC. With regard to
Fig. 4.6, it is understood that the d-DERs still shared currents proportionally to their
power capabilities.

A final simulation case is demonstrated at Interval IV, representing the plug-and-
play feature of the GCBC strategy. This case shows how the GCBC acted when DERs
connect or disconnect from the MG. As explained in Chapter 3, at the beginning of
each control cycle "k", the MGCC pulls information from all the DERs willing to par-
ticipate on the coordinated control. Thus, when a coordinated DER was disconnected
from the MG (i.e., for whatever safety or local management reasons), this unit was

Figure 4.7: GCBC scaling coefficients during simulations in Fig. 4.5.
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disregarded for the coordinated operation. Consequently, as the MGCC updated the
list of participating DERs at the cycle "k", the nominal current capabilities of the MG
(i.e, IDERt

h||m , IDERt
1||maxm

and IDERt
1||stom) were also calculated considering this new status,

readjusting the steering of the inverters.

At 0.9 s in Fig. 4.5, d-DER1 was abruptly disconnected from the MG, requiring the
GCBC strategy to readjust the coordination of DERs. Similar to Interval III, since the
DER disconnection occurred after a control cycle was initiated, the GCBC was only
able to start responding to this change at the next control cycle "k + 1". Thus, note
that after approximately one fundamental cycle, the currents of the d-DER2 started to
be readjusted. For this case, since d-DER1 was disconnected, its currents needed to
be shared by the other d-DERs to maintain null active and reactive current flow at the
PCC. This can be noted in the currents injected by d-DER2, which had their amplitudes
increased. In addition, this change was also noticed in Fig. 4.7, by the significant step
occurring in the active and reactive control scaling coefficient.

Table 4.6 and Fig. 4.6 offer some final considerations about this simulated case.
For the former, again, it can be seen that mostly harmonics flowed through the PCC,
practically maintaining the distortion power demand of the previous interval. The latter
shows that the collective currents still followed the expected proportion ratio, as d-
DER3 injected 54.87 A, and d-DER2 processed 31.29 A, resulting in rdDERs = 1.75.

A final remark, considering all simulated cases in Fig. 4.5, can be made about the
overall power losses shown in Table 4.6. By steering DERs to achieve null power
flow at the PCC, such losses tended to reduce because generation was closer to con-
sumption, as well as by the fact that the MG presented homogeneous features. Note
for instance that, even though all intervals presented losses much lower than the load
baseline of 804 W (see Table 4.3), at Interval IV they were higher than during Interval
III. This occurred because the distribution of DERs became less homogeneous when
d-DER1 was disconnected. A similar analogy applies to Intervals II and III, as the
losses became higher for the latter, since the homogeneity of power consumption was
reduced by the disconnection of the two loads.

4.3.1.2 Experimental Results

Now, experimental results using the single-phase MG prototype explained in Sec-
tion 4.2.2 are presented. Let us consider the equivalent circuit of Fig. 4.2, knowing
that only d-DER?

1 and d-DER?
2 were connected to the MG (i.e., nd-DER?

1 did not inject
any currents, since CBnD1 was switched off). All linear loads, as well as the non-linear
one, were considered to be connected, drawing currents from the upstream grid, as in
Fig. 4.4. Thus, the experimental results of the GCBC steering the two d-DERs? are
presented in Fig. 4.8.



94 Multi-Purpose Coordination of DERs Devising Flexible Microgrid Operation

Firstly, in Fig. 4.8(a) it is demonstrated how the GCBC coordinates the DERs? to
achieve only active current control. Note that, since only I∗1|| was being controlled,
the d-DERs? injected sinusoidal currents that were practically in-phase with the grid
voltages (i.e., vPCC). As a result of having the active current being shared by the
DERs?, the PCC current became phase-shifted by 93o in relation to the voltage, bey-
ond presenting distortions. This indicates that mainly reactive and harmonic current
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Figure 4.8: Experimental results: active and reactive current sharing. (a) active current con-
trol; (b) reactive current control; (c) transition from active to fundamental current control; (d)
zoom-in-view of (c); (e) fundamental current control; and (f) initialization of the fundamental
current control. From top to bottom: PCC voltage and current, d-DER?

2 and d-DER?
1 currents.

Table 4.7: Steady state powers and PF at the PCC for Fig. 4.8.

PCC Powers

Active Control Reactive Control Fundamental Control
(Fig. 4.8(a)) (Fig. 4.8(b)) (Fig. 4.8(e))

A [VA] 1204.76 1075 314.6
P [W] -68.52 1044 -67.61
Q [VAR] 1164.05 -47.49 -32.22
D [VA] 302.18 330.20 305.7
PF 0.00 0.97 0.00
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components were drawn from the upstream grid emulator, respectively.

In Table 4.7, the powers calculated for this case are seen, thus reinforcing the state-
ment. Note that P (i.e., the active term) has been fully shared by the DERs?, and that Q
and D (i.e., reactive and distortion terms, respectively) remained practically the same
comparing to the load scenario (see the baseline in Table 4.5). Consequently, it can
be inferred that the GCBC approach achieved control over the active current, coordin-
ating DERs? to provide current sharing, without affecting the reactive and harmonic
components. The remaining harmonic currents at the PCC led to a THDi of 23.6%.

Additionally, since accurate proportional sharing was provided by the GCBC ap-
proach, the currents of the DERs? presented similar waveforms, having d-DER?

2 inject-
ing a current with higher amplitude than d-DER?

1, due to its greater nominal capability.
Recalling the baseline for the current ratio between these DERs (i.e., rdDERs? = 1.33,
as presented in Table 4.4), this experimental case led to a proportional sharing given by
rdDERs? = 4.93/3.54, which results in 1.39. Thus, such a result shows that the expec-
ted current injection ratio between DERs? was practically obtained, proving that the
GCBC also provided accurate proportional active current control during experiments.

A second experimental case is seen in Fig. 4.8(b), in which the reactive current
sharing capability of the GCBC was assessed. By controlling I∗1⊥, the reactive currents
drawn by the loads were injected by the d-DERs?. This can be observed by the phase-
shifted currents of the inverters (i.e., in relation to vPCC), which were also proportional
to each other. For this case, a proportion ratio of rdDERs? = 6.03/4.31 = 1.39 was
obtained, once again proving that the DERs? shared currents proportionally to their
nominal capabilities. As a result, the PCC currents presented minimized phase shift
in relation to the PCC voltage (i.e., approximately 12.90o). It is highlighted that this
phase shift still existed due to a small amount of reactive current at the PCC, even
though the most significant content of this parcel has been shared by the DERs?.

Analyzing the results provided in Table 4.7, one can note that mainly active and
distortion powers were seen at the PCC. This caused the MG to operate under a higher
power factor (i.e, PF = 0.97) than the load scenario, as seen from the upstream grid
perspective. Since harmonic currents were not being shared by the DERs?, the PCC
current was still highly distorted, presenting THDi of 28.5%. It is worth reinforcing
that the THDi term uses the amplitude of the fundamental current components in its
calculation [133]. Consequently, it is natural to obtain results, for the active and re-
active control cases, that are higher than the reference case of THDi = 19.5% (i.e.,
when only loads were connected to the MG, as in Fig. 4.4).

The next two experiments, shown in Figs. 4.8(c) and 4.8(d), demonstrate the trans-
ition between operational purposes. For these experiments, the first stage was the
active current control scheme shown in Fig. 4.8(a). Then, once a change in control
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was set by the MGCC, causing the scaling coefficients of the GCBC to be adjus-
ted, both active and reactive current control were performed simultaneously by the
d-DERs?. From Fig. 4.8(c) it becomes clear that such a transition did not cause any
overvoltage or overcurrents within the MG, allowing DERs? to smoothly transition
over the changes in control references. Additionally, from Fig. 4.8(d), the response
time of the DERs? demonstrates as rapid response to the change in control setpoints.
Thus, once the reactive current control was added to the operation, after approximately
three to four fundamental cycles, the system reached steady state operation, sharing
both fundamental components of the load currents.

The steady state operation of the MG is depicted in Fig. 4.8(e), when the GCBC
was providing both active and reactive current sharing. It can be noted that mainly dis-
tortion currents were flowing through the PCC, and that the d-DERs? still shared sinus-
oidal and proportional currents. A ratio of rdDERs? = 7.45/5.75 = 1.29 was obtained
for this case, which demonstrates that the concomitant offering of multiple function-
alities did not affect the expected proportional sharing of currents between DERs?. In
contrast to methods such as conventional droop control [31], the GCBC strategy was
able to provide accurate fundamental current sharing among DERs? without requiring
knowledge of the line impedances interconnecting them.

The powers calculated at the PCC also reinforce some particularities of the control
method. The active and reactive powers were significantly lower, and the distortion
power, again, remained fairly close to the baseline state. Thus, this proves that mainly
harmonic components were flowing through at the PCC, relieving the upstream grid
from the burden of providing active and reactive powers for the proper functioning of
the loads.

A final result is also shown in Fig. 4.8(f) to demonstrate the transient behavior of
the GCBC strategy while steering DERs? to share active and reactive currents. For
this result, the initial stage considered that DERs? were idling (i.e., following a current
reference of 0 A), and then the MGCC initiated the GCBC at a second instant, later
reaching a steady state operation similar to Fig. 4.8(e). Note that the operation did
not cause any overcurrents or overvoltages, and rapidly (i.e., in about 4 fundamental
cycles) converged to a steady state. Yet, it is evident that proportional sharing was
maintained at all instants.

4.3.2 Selective Harmonic Compensation and Full Current Control

Now, two additional operation purposes of the GCBC strategy will be presented.
Firstly, it is demonstrated that the GCBC is capable of providing distributed and select-
ive harmonic compensation, achieving low harmonic distortion for the PCC currents.
Secondly, the concomitant active, reactive and harmonic current control capabilities
of the approach are shown, highlighting the fact that the MG can operate under full
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self-consumption mode. The main features of the coordination of DERs are initially
assessed by simulation results, then further detailed by means of experimental results.

4.3.2.1 Simulation Results

Let us consider the same MG scenario discussed in Section 4.3.1.1 (i.e., the one
about active and reactive current control). As previously mentioned, such control over
the active and reactive currents is decoupled from the harmonic control. To reaffirm
this from the perspective of harmonic control, simulation results are presented in Fig.
4.9, being split into three intervals.

The first simulation case (i.e., Interval I), up to 0.5 s, brings the same scenario as

Figure 4.9: Simulation results: harmonic and full current sharing capability. Interval I: only
nd-DERs injecting active currents; Interval II: d-DERs sharing harmonic currents; Interval III:
d-DERs sharing active, reactive and harmonic currents. From top to bottom: PCC voltages and
currents, nd-DER1 and d-DER2 currents, and harmonic spectrum of PCC currents.
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earlier demonstrated, in which the MG control was initiated by setting the five nd-
DERs to inject active power at full capacity. Since coordinated current control was
not performed at this interval, the currents at the PCC were considerably distorted,
presenting THDi of 16.96%, 16.94% and 16.95%, for phases a, b and c, respect-
ively. Additionally, one can note the harmonic spectrum of the PCC currents in the
zoom-in-view of Interval I in Fig. 4.9. It is clearly seen that, beyond the fundamental
component, the harmonic components presenting most significant amplitudes were the
ones from the 5th, 7th, 11th, and 13th orders. The collective currents of the DERs are
also presented in Fig. 4.10, showing that the nd-DERs injected constant active power
throughout all simulation intervals, and according to their nominal ratings.

The harmonic current control provided by the GCBC was then initiated at Interval
II, commanding d-DERs to share the in-phase (I∗h||) and quadrature (I∗h⊥) components
greater than the fundamental (i.e., h > 1). It is reinforced that the GCBC algorithm
was set in simulations to share the odd harmonic terms, from the 3rd up to the 13th

orders. The result in Fig. 4.9 shows that, as d-DERs started sharing the selected
harmonic currents, the PCC currents became much less distorted than during the first
interval. For instance, a THDi of 3.64%, 3.70% and 3.69% was obtained for phases
a, b and c, respectively. This reduction in distortion can be also evidenced by the
harmonic spectrum shown in the zoom-in-view of Fig. 4.9, and by analyzing the D
power and the current amplitudes in Table 4.8. Note that the 5th, 7th, 11th and 13th

harmonic orders were significantly reduced.

Furthermore, the zoom-in-view of Interval II in Fig. 4.9 indicates that, even though
d-DERs were sharing harmonic currents, this action did not cause any impact on the
currents injected by the nd-DERs, or in voltages. Additionally, the PCC currents were
still phase shifted in relation to the voltages, since reactive control was not set. The
scaling coefficients responsible for coordinating this harmonic current sharing among
d-DERs (i.e., for phase a) are presented in Fig. 4.11. Observe that the αh|| and αh⊥
coefficients, at each harmonic order controlled, were frequently adjusted to achieve
the desired operational goal. Moreover, the control coefficients of the fundamental

Figure 4.10: DERs’ collective currents during simulations in Fig. 4.9.
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Table 4.8: Three-phase steady state powers and harmonic current amplitude (for phase a) at
the PCC, and overall power losses for Fig. 4.9.

PCC Powers Harm. Amplitude [Apk]

Int. I Int. II Int. III Int. I Int. II Int. III

A [kVA] 43.63 43.50 1.81 h=1 88.24 89.08 1.96
P [kW] 5.92 5.82 0.94 h=5 13.75 1.78 0.79
Q [kVAR] 42.56 43.08 0.29 h=7 4.70 1.03 1.24
D [kVA] 7.54 1.61 1.51 h=11 2.71 0.58 0.40

Losses [W] 344 341 142 h=13 1.30 0.32 0.18

Figure 4.11: GCBC scaling coefficients (for phase a) during simulations in Fig. 4.5.

currents, α1|| and α1⊥, remained null during Intervals I and II.

The powers calculated at the PCC, seen in Table 4.8, reinforce the fact that the
harmonic control practically did not affect the P and Q powers, ensuring decoupled
compensation. It is also highlighted that, since the GCBC approach only tackled a
few selected harmonic orders, the harmonics of higher order still circulated at the
PCC, limiting the reduction of the power D. Yet, the collective currents in Fig. 4.10
show that the three d-DERs proportionally shared the burden of supplying the targeted
harmonics. For instance, d-DER1 and d-DER3 shared approximately 9.21 A of col-
lective currents, while d-DER2 processed 5.29 A, which results in a proportion ratio
of rdDERs = 1.74, being close to the expected 1.75 value.

The last simulation interval in Fig. 4.9 demonstrates that active, reactive, and har-
monic current control can be performed concomitantly by the GCBC. Hence, if DERs
can be managed to give support to such an operational condition, the MG becomes
fully self-sufficient in terms of power demand [44], not depending on the upstream
grid for that. This result is demonstrated at Interval III of Fig. 4.9, starting at 0.7 s.
Note that after approximately three voltage cycles, the MG reached steady state oper-
ation, relying on the d-DERs to share the fundamental and selected harmonic terms.

As d-DERs provided current sharing, the currents flowing through the PCC presen-
ted significantly low amplitudes, supporting close to null power flow through the PCC.



100 Multi-Purpose Coordination of DERs Devising Flexible Microgrid Operation

Note in Table 4.8 that the P, Q, and D powers were reduced to minimum amounts,
reinforcing the fact that the MG operated targeting full self-consumption mode. The
amplitude of the active, reactive and harmonic currents in Table 4.8, and the harmonic
spectrum shown in Fig. 4.9 for Interval III, also prove that the harmonic currents were
significantly reduced at the PCC. Moreover, once again Fig. 4.10 proves that propor-
tional sharing was maintained by the d-DERs. For this case, the proportion ratio was
rdDERs = 1.74.

A final comment can be made about the power losses within the MG. As earlier
discussed in Section 4.3.1.1, since the MG became practically self-sufficient during
Interval III, the minimum condition of power loss was obtained (i.e., comparing to the
three simulated cases). Nonetheless, this result is approximate to the 146 W attained
for Interval II in Table 4.6 (i.e., for the result only considering active and reactive cur-
rents). This indicates that, even though harmonic currents are important from a power
quality perspective [133], particularly for this MG scenario, their role in power loss
minimization over line impedances is not as significant as the fundamental currents.

4.3.2.2 Experimental Results

An experimental validation is now presented to certify the practical applicability
of the harmonic and full current control functionalities devised by the GCBC strategy.
Let us again consider the single-phase MG prototype discussed in Section 4.2.2, along
with the preliminary experimental state of Fig. 4.4, in which all the linear and non-
linear loads existing within the MG were drawing currents. Experimental results are
shown in Fig. 4.12, and they sequentially validate three aspects: i) the harmonic com-
pensation capability; ii) the concomitant sharing of harmonic and reactive currents;
and iii) the full current control feature, as well as its behavior during load steps. It is
worth reinforcing that only the two d-DERs? participated in the coordinated control,
and nd-DER?

1 was disconnected from the circuit (see Fig. 4.2).

Initially, in Fig. 4.12(a), the steady state condition of the harmonic compensation
case is depicted. During this case, d-DER?

1 and d-DER?
2 were sharing the harmonic

components of the 3rd and 5th orders, achieving low distorted current at the PCC, es-
pecially compared to the baseline of Fig. 4.4. Visually from Fig. 4.12(a) one can
already see that the PCC current resembled a sinusoidal waveform, even though it was
still phase shifted in relation to the voltage, as reactive compensation was not per-
formed. Based on Table 4.9 a quantitative analysis can also be conducted. When only
loads were connected to the MG, a distortion power (D) of 315 VA existed at the PCC,
being reduced to approximately 58 VA after the GCBC strategy was enabled. In addi-
tion, note that the current amplitude of the 3rd and 5th harmonics became considerably
lower. The fundamental component of the PCC current remained practically the same,
ensuring decoupled harmonic compensation.
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Figure 4.12: Experimental results: harmonic and load current sharing capabilities. (a) har-
monic current control; (b) initialization of the harmonic control; (c) reactive and harmonic
control; (d) full current control; (e) full current control during load step; and (f) zoom-in-view
of (e). From top to bottom: PCC voltage and current, d-DER?

2 and d-DER?
1 currents.

Table 4.9: Steady state powers, PF, and harmonic current amplitudes at the PCC for Fig. 4.12.

PCC Powers

Harmonic Control Harm. + Reac. Control Full Control
(Fig. 4.12(a)) (Fig. 4.12(c)) (Fig. 4.12(d))

A [VA] 1533.00 1047.00 98.27
P [W] 983.70 1044.00 -73.30
Q [VAR] 1174.00 -20.19 -14.05
D [VA] 58.81 78.04 65.70
PF 0.64 0.99 0.00

Harmonic Amplitude [ARMS]

h = 1 12.2 8.54 0.62
h = 3 0.18 0.18 0.08
h = 5 0.17 0.27 0.11

The final THDi of the PCC was reduced from 19.50% to 2.92%, which represents
a significant improvement in current distortion. For this case, d-DER?

2 processed 1.88
ARMS, whereas d-DER?

1 injected 1.42 ARMS into the MG. Thus, the proportion ratio
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between the DERs resulted in rdDERs? = 1.32, which indicates an appropriate balance
in power demand between inverters, as the reference for proportional sharing was 1.33.

The initialization of the above mentioned result of Fig. 4.12(a) is shown in Fig.
4.12(b). During the startup of the harmonic compensation action, the d-DERs? began
operation tracking a null current reference (i.e., not injecting any currents) until the
GCBC was enabled and control coefficients were sent to them. Note that there were
no inrush currents, and neither was the voltage affected by the enabling of the GCBC
strategy (see Fig. 4.12(b)). After a few fundamental cycles (i.e., approximately four to
five), the inverters were able to adequately share the targeted harmonic currents drawn
by the loads. Besides, proportional sharing of the harmonic currents occurred even dur-
ing the transient states. It is important to mention that, besides the slow cyclic feature
of the GCBC strategy, the dynamics of the digitally implemented current controllers
of the DERs? also influence their response time during experimental results.

The next experimental case, shown in Fig. 4.12(c) depicts the capability of coordin-
ated DERs to achieve concomitant reactive and harmonic current compensation. This
feature is particularly interesting because, even without having generated or stored en-
ergy at the DC side of an inverter (i.e., as a PV-based DER at night), compensation of
reactive power and harmonics can be performed. Thus, multifunctional inverters can
operate similarly to active power filters [42, 128, 134] under such a condition. The
result in Fig. 4.12(c) represents that scenario, but under a cooperative perspective.
Observe that, as the d-DERs? shared I∗1⊥, along with I∗h|| and I∗h⊥ (i.e., for h > 2),
the PCC current became practically in-phase with the voltage, also presenting low
distortion. For instance, a small phase deviation of 4.70o occurred between the PCC
voltage and current during this case. Yet, a THDi of 3.62% was obtained, which can
be considered low comparing to the load baseline of 19.50%.

From Fig. 4.12(c) it also visible that d-DER?
2 processed a current with higher amp-

litude than d-DER?
1 (e.g., the former injected 5.95 ARMS, against 4.46 ARMS of the lat-

ter). Hence, the proportion ratio among them was rdDERs? = 1.33, exactly reaching
the expected value. The results in Table 4.9 reinforce the effectiveness of the reactive
and harmonic compensation. Note that Q was practically fully mitigated, while D also
presented significant reduction. The amplitudes of the components of the PCC cur-
rent also show that the harmonic parcels achieved similar values (i.e, comparing to the
previous case), and that the fundamental component was partially reduced due to the
harmonic compensation.

Since mainly active power flowed through the PCC, a high power factor of PF =
0.99 was reached for this operation. By looking at it from the DSO perspective, such a
coordinated control feature is interesting because the distribution system may interpret
the MG mainly as a resistive load (i.e, during steady state operation). Such a result
can be linked to the discussions about ancillary services provided by transactive MGs,
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made in Chapter 2. Consequently, an optimized power dispatch can be planned for
the upstream grid, reducing overloading and losses throughout the distribution system
[135], as apparent power can be reduced.

The final three experimental cases (i.e., Figs. 4.12(d) to 4.12(f)) show the oper-
ational purpose of achieving full current control for the MG. As clearly seen in Fig.
4.12(d), by coordinating the d-DERs? to also share the reference (I∗1||), along with the
reactive and most significant harmonic current terms, the PCC current became prac-
tically null. This can be demonstrated by the power terms in Table 4.9. Note that P, Q
and D became considerably lower, indicating that only 98.27 VA was flowing through
the PCC, in comparison to the approximately 1500 VA being demanded by the loads.
The amplitude of the PCC currents also shows that the fundamental and harmonic
components being controlled by the GCBC strategy achieved minimum values.

Proportional use of DERs?’ current capabilities was also maintained. While con-
comitantly sharing the active, reactive and harmonic components, d-DER?

2 and d-
DER?

1 processed 7.79 ARMS and 5.87 ARMS, respectively, thus achieving a proportion
ratio of rdDERs? = 1.32. Moreover, once again, this result of full current control can
be interpreted from the upstream grid perspective. If the MG is able to operate under
full self-consumption mode, as in Fig. 4.12(d), its electric impact on the upstream grid
operation is minimum, giving support to a more robust integrated operation between
the MG and its interconnected grid.

The dynamics of such full current control functionality are evidenced in Figs.
4.12(e) and 4.12(f), by applying a load step to the MG. At a given instant, the inductive
load (L2) had its circuit breaker switched off (see Fig. 4.2), reducing the MG power
demand. Note in Fig. 4.12(e) the d-DERs? smoothly transiting through this change in
the MG, without suffering from overcurrents, and stably operating until steady state
was reached. The zoom-in-view of this transition is shown in Fig. 4.12(f), reaffirming
that the PCC voltage was not affected by this action. Additionally, after approximately
four cycles, the amplitude of the PCC current was again considerably lower. Finally, it
can be observed that proportional current sharing was maintained even during transient
stages.

4.3.3 Flexible Microgrid Power Dispatchability

In this section, the GCBC functionality behind the main transactive aspect of oper-
ation of LV MGs is demonstrated. Beyond coordinating DERs to achieve full current
control, the MGCC has the possibility to flexibly control the power flowing through
the PCC, ensuring that precise amounts of active and reactive currents are dispatched
to, or drawn from, the upstream grid. Thus, beyond making sure that the MG obeys
the contractual and technical limits of the operation (i.e., with regard to power de-
mand/dispatch), surplus generated energy can be sold in transactive markets, or can be
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bought and stored in ESSs. Herein simulation and experimental results demonstrate
such an operational feature of the GCBC strategy.

4.3.3.1 Simulation Results

Let us consider an initial scenario in which nd-DERs are injecting nominal active
power, while d-DERs are being coordinated to achieve full self-consumption mode for
the MG (i.e., just as presented at Interval III for Fig. 4.9). This condition is considered
as a preliminary state of operation, namely Interval I, in the following simulation res-
ults.

Therefore, the MG power dispatchability provided by the GCBC strategy can be
explained based on Fig. 4.13, according to the following additional three intervals that
demonstrate, respectively: i) the controlled active current dispatch; ii) the concomitant
active and reactive current dispatch; and iii) the controlled drawing of active currents at
the PCC. For the following simulation scenarios, the upper and lower limits for the act-
ive and reactive current flow at the PCC (i.e., as the contractual MG operation limits)
were set to IGrid

1||m = IGrid
1⊥m

= 200Apk and IGrid
1||m = IGrid

1⊥m
= −200Apk, respectively.

Firstly, at Interval II (i.e, beginning at 0.5 s in Fig. 4.13), the active current control
provided by the GCBC was adjusted to consider a non-null reference for the PCC, by
setting IGrid∗

1||m to -100 Apk. The goal behind this operation is to only dispatch active
power to the upstream grid. Thus, one can observe in the zoom-in-view of this interval
that, once the d-DERs reached steady state operation, the PCC currents became low
distorted, presenting 180o of phase shift in relation to the PCC voltages. Such a phase
shift indicates that the flow of active power is directed toward the upstream grid (i.e.,
being dispatched by the MG).

The purple horizontal line giving reference to the value of IGrid∗
1||m (see the PCC

currents plot) explicitly shows that the coordinated control was able to steer the d-
DERs to accurately reach the desired peak current reference. Beyond the 180o phase
shift existing between the PCC voltages and currents, the active power dispatch is
reinforced in results by the negative value of the P power obtained at the PCC, as
shown in Table 4.10. For this case, since active, reactive and harmonic control were
decoupled, P was -49.32 kW, whereas the other power terms remained low (i.e., just as
in the full current control scenario shown earlier in Section 4.3.2). One can also note in
Table 4.10 that the amplitude of the fundamental component at the PCC was 99.22 Apk,
which proves an adequate active current control, as the reference was IGrid∗

1||m = −100
Apk.

It can be additionally observed in Fig. 4.13, and on the DERs’ collective currents
in Fig. 4.14, that the nd-DERs did not suffer any impact from the controlled cur-
rent dispatch provided by the GCBC strategy, ensuring synergistic operation with the
d-DERs. Besides, the d-DERs maintained an adequate proportional injection of cur-
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Int. III:Int. III:

Figure 4.13: Simulation results: power dispatchability at the MG PCC. Interval I: full current
control; Interval II: active power dispatch; Interval III: active and reactive power dispatch; and
Interval IV: active power storage. From top to bottom: PCC voltages and currents, nd-DER1
and d-DER2 currents.

Table 4.10: Three-phase steady state powers and harmonic current amplitude (for phase a) at
the PCC, and overall power losses for Fig. 4.13.

PCC Powers Harm. Amplitude [Apk]

Int. II Int. III Int. IV Int. II Int. III Int. IV

A [kVA] 49.35 63.32 58.01 h=1 99.22 127.97 119.96
P [kW] -49.32 -48.65 57.99 h=5 0.64 0.02 0.06
Q [kVAR] 0.88 40.52 -1.03 h=7 0.69 0.13 0.08
D [kVA] 1.52 1.35 1.05 h=11 0.37 0.08 0.06

Losses [W] 567 720 786 h=13 0.45 0.07 0.07

rents, presenting a ratio of rdDERs = 1.74, remembering that the baseline was 1.75
for simulations. The scaling coefficients calculated by the GCBC algorithm, which
are shown in Fig. 4.15, also demonstrate that the d-DERs were coordinated to provide
fundamental and harmonic control. It is evident in Fig. 4.15 that, as a step was ap-
plied to IGrid∗

1||m (i.e., at 0.5 s) the active current control coefficient (α1||m) was rapidly
adjusted to provide the desired dispatch for the MG.
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Figure 4.14: DERs’ collective currents during simulations in Fig. 4.13.

Figure 4.15: GCBC scaling coefficients (for phase a) during simulations in Fig. 4.13.

Another interesting particularity of the GCBC strategy can be seen in Fig. 4.15.
Even though the GCBC achieves decoupled control, by increasing the active power
dispatch of DERs to meet the PCC demand, the voltages at internal MG nodes tend to
rise [136] (such as for the PCC node). Consequently, this action naturally causes the
loads to increase the drawing of reactive and harmonic currents. Nevertheless, note
that the GCBC scaling coefficients (i.e., other than α1||m) were also automatically re-
adjusted, allowing the possibility to maintain proper performance in power sharing.
Discussions about such a scenario, concerning the influence of DERs on voltage pro-
files, are presented in detail in Chapter 6.

The next simulated scenario in Fig. 4.13 (i.e. Interval III), shows a case in which
reactive current dispatch is demanded, concomitantly to the active current dispatch.
At 0.7 s, IGrid∗

1⊥m
was set to +80 Apk (see green horizontal line in the PCC currents

plot), demanding inductive current to flow through the PCC, along with the -100 Apk
active current dispatch per-phase. Note in the zoom-in-view of this interval that the
PCC current waveforms became phase-shifted in relation to the voltages, presenting
a lagging behavior (i.e., as expected for an inductive feature). The control transitions
that enabled the active and reactive power dispatch, respectively at Intervals II and
III, occurred smoothly, even though abrupt changes were set to the IGrid∗

1||m and IGrid∗
1⊥m

current references. Thus, the results indicate that the GCBC strategy coordinates DERs
to provide power dispatchability, without causing overcurrents or overvoltages. Yet,
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if desired, the reactive current dispatch provided by the GCBC strategy could achieve
the dual operation of Interval III, which would impose a capacitive behavior by setting
IGrid∗

1⊥m
negative.

Table 4.10 demonstrates that the P and Q terms were adequately controlled during
Interval III, indicating that an integrated current dispatch comprising both active and
reactive currents was obtained. For instance, note that the three-phase power P was
-49.32 kW, which results in -95.55 Apk per phase at the PCC (i.e., IGrid

1||m =
√

2 ·P/(3 ·
V Grid
RMSm)), while Q led to a per-phase reactive current of 79.58 Apk. Additionally, as

during Interval II, the power D was practically unaffected by the concomitant active
and reactive power dispatch.

The last simulated scenario in Fig. 4.13 shows how the GCBC controls the drawing
of active currents at the PCC. Looking only at the power dispatch perspective, this case
is usually a transactive control action of MGs to take advantage of the cheap selling
of energy from external agents [137]. Hence, by buying cheap energy and storing it in
ESSs, the MG can later use it for its own needs (e.g., as for peaking purposes [76]), or
even sell it back in the energy market at higher prices.

On the other hand, if one looks at the ancillary perspective of this action [64],
it can provide support to the upstream grid on the regulation of voltage profiles, as
absorption of active power tends to limit voltage rise [136]. Then, the last simulation
result in Fig. 4.13 depicts such operationality. First, at Interval IV the previous active
and reactive current dispatch references were set to zero, at 0.9 s. After a few cycles,
IGrid∗

1||m was adjusted, being increased at each cycle until a reference of +120 Apk was
obtained (see purple line in the PCC currents plot). It is highlighted that IGrid∗

1||m could
also be readjusted according to a ramp behavior without impairing current sharing
effectiveness. Simulations consider abrupt current steps because they represent a more
challenging scenario.

The zoom-in-view of this interval in Fig. 4.13 demonstrates the steady state opera-
tion of the MG, in which the PCC currents were still low distorted, but now in-phase
with the voltages. Note that the peak reference for the PCC currents was once again
adequately followed, indicating proper coordination of the d-DERs. The results in
Table 4.10 also reinforce that a per-phase current dispatch of 119.96 Apk was obtained
for the fundamental component, being mostly composed of active currents, as only the
power P presented significant value. The proportion ratio of 1.71 that was attained
for this case, along with the collective currents seen in Fig. 4.14, also indicates that
proportional steering of the d-DERs occurred during this interval.
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4.3.3.2 Experimental Results

The experimental validation of the flexible power dispatchability provided by the
GCBC strategy is herein presented, being also based on the main single-phase MG
prototype explained in Section 4.2.2. Again, the case in which all linear and non-
linear loads were connected to the MG, and nd-DER?

1 was disconnected, is considered
as baseline. The experiments show four following transactive features: i) active current
dispatch at the PCC; ii) reactive dispatch devising inductive behavior; iii) reactive
dispatch devising capacitive behavior; and iv) concomitant active and reactive current
dispatch at the PCC. All experimental results are seen in Fig. 4.16.

The first result, depicted in Fig. 4.16(a), shows the steady state operation of the
MG when d-DERs? were sharing the active, reactive and harmonic currents of the
loads, additionally providing active current dispatch. For this case, a reference of
IGrid∗

1|| = −10Apk was established for the operation, leading the d-DERs? to share
currents with a higher amplitude than when only full current control was performed
(see Figs. 4.12(d) and Fig. 4.16(a)). Moreover, looking at the PCC current, interesting
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Figure 4.16: Experimental results: active and reactive power dispatchability at PCC, with
concomitant full current control. (a) active current dispatch at PCC; (b) initialization of the
active current dispatch; (c) reactive inductive current dispatch at PCC; (d) reactive capacitive
current dispatch at PCC; (e) active and reactive current dispatch at PCC; and (f) Change in
current dispatch. From top to bottom: PCC voltage and current, d-DER?

2 and d-DER?
1 currents.
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particularities can be highlighted. Observe that this current resembled a sinusoidal
waveform, also presenting phase opposition in relation to the PCC voltage. In fact,
the phase of this current was 173.6o (i.e., being close to 180o), which indicates that
mainly active power circulated at the PCC, and that it was being dispatched to the grid
emulator.

The results in Table 4.11 reiterate the fact that mainly active power was seen at the
PCC, as can be noted by the practically negligible Q and D powers. Besides, since P
was negative, this also indicates power flowing towards the upstream grid. Visually
looking at Fig. 4.16(a), one can also note that the amplitude of iPCC practically re-
mained within one unit of the oscilloscope window, which considered a scale of 20
A/div. Thus, the goal of achieving IGrid∗

1|| = −10Apk was obtained (i.e., resulting in
a current waveform with 20 A peak to peak). Such control performed by the GCBC
strategy caused d-DER?

1 to process 11.08 ARMS, whereas the d-DER?
2 processed 8.11

ARMS. Thus, a ratio of rdDERs? = 1.36 was obtained, practically respecting the refer-
ence value of 1.33.

The initialization of the case of Fig. 4.16(a) is shown in Fig. 4.16(b). Like other
previous experiments, the d-DERs? started following a null current reference until a
change in the MG management initiated the GCBC strategy. Note that the inverters
started performing active, reactive and harmonic control, at the same time as the act-
ive current dispatch. After approximately four cycles, all the unwanted currents (i.e.,
reactive and harmonic terms) were adequately shared by the inverters, and the active
power dispatch reached the desired operational point. Proportional current sharing
was maintained throughout the transient states, without leading to any overcurrents,
nor overvoltage.

The GCBC strategy also features the capability to provide reactive current control-
lability at the PCC, which can even be flexibly adjusted to shape the MG to present
either an inductive or a capacitive behavior. The inductive power dispatchability of the
MG is experimentally validated by the result in Fig. 4.16(c). This steady state res-
ult was achieved while setting active, reactive and harmonic control to be performed,

Table 4.11: Steady state powers at the PCC for Fig. 4.16.

PCC Powers

Active Inductive Capacitive Act. + Induct.
(Fig. 4.16(a)) (Fig. 4.16(c)) (Fig. 4.16(d)) (Fig. 4.16(e)

A [VA] 1058.00 1024.00 1092.00 1439.00
P [W] -1051.00 17.65 -7.27 1017.00
Q [VAR] -16.47 1023.00 -1082.00 1014.00
D [VA] 35.10 50.88 104.10 78.79



110 Multi-Purpose Coordination of DERs Devising Flexible Microgrid Operation

along with the consideration of having IGrid∗
1⊥ = +10Apk. By analyzing the PCC

current for this case, one can note that it was practically sinusoidal, also lagging with
respect to the voltage, which indicates an inductive behavior at the PCC. The phase
shift between the PCC current and voltage was 88.97o, being very close to the expec-
ted value of 90o. This inductive behavior can also be visually seen during the zero
crossings of the voltage waveform, which practically correspond to the peaks of the
PCC current waveform. Table 4.11 reiterates that mainly positive reactive power was
seen at the PCC. The proportion ratio between DERs? was adequately reached as well,
being 1.38 for this case, as d-DER?

1 and d-DER?
2 processed 4.81 and 3.47 ARMS, re-

spectively.

The dual operation (i.e, the capacitive current dispatch) has its steady state experi-
mental result presented in Fig. 4.16(d), after setting IGrid∗

1⊥ = −10Apk. Observe that,
instead of having iPCC with a lagging waveform (i.e., as for the inductive behavior),
it presented a leading characteristic during this case. The phase shift obtained was
-90.40o, precisely demonstrating that the PCC current was ahead of the voltage. Ad-
ditionally, it is clearly visible in Fig. 4.16(d) that this current was low distorted and
presented an amplitude close to the 10 Apk value targeted. Table 4.11 also reaffirms
that mainly the Q power was seen at the PCC, presenting a negative value, which also
provides an indication of the capacitive behavior.

This flexibility of the GCBC strategy to provide reactive current control at the PCC,
shaping the MG to present either inductive or capacitive behavior, is of particular in-
terest to the upstream grid, as mentioned in Chapter 2. Such a reactive power dispatch
provided by LV MGs can be understood as energy services, which can be tradeable
in transactive energy markets, giving support to enhance the operational stiffness of
the distribution system. For instance, by shaping interconnected MGs to present con-
trollable reactive behaviors, the DSO can employ dynamic management strategies to
regulate voltage profiles, as well as to compensate for possible inductive or capacitive
features of power distribution cables in longer power systems [138].

Another experiment shows the concomitant control of the active and reactive
currents at the PCC. The steady state condition of this case is presented in Fig.
4.16(e), knowing that the active and reactive current references set for the PCC were
IGrid∗

1|| = +10Apk and IGrid∗
1⊥ = +10Apk, respectively. It can be noted that the wave-

form of iPCC was lagging the voltage, presenting phase shift of 134.9o, which indic-
ates that not only an inductive current was measured at the PCC (i.e., since the phase
shift was not around 90o).

In addition, Table 4.11 shows that the P and Q powers were practically the same,
which reinforces that the GCBC was able to steer DERs? to provide adequate control
over the active and reactive currents. These power terms also indicate that the peak
values of the active and reactive currents were fairly close to the expected value. For
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instance, for the active current, one can calculate 1014W/127VRMS = 7.98ARMS ,
which results in IGrid

1|| = 11.29Apk. The proportion ratio obtained for this case was
also adequate, being 1.34, as d-DER?

1 and d-DER?
2 processed 6.98 ARMS and 9.41

ARMS, respectively.

The last experiment is presented in Fig. 4.16(f) to demonstrate the transient beha-
vior of the DERs?. This case has two stages, in which the first one is given by Fig.
4.16(a), and the second one results in the steady state condition of Fig. 4.16(e). For
that, at a certain time, a control change in the coordination strategy occurs, allowing
the d-DERs? to additionally consider the sharing of IGrid∗

1⊥ = +10Apk, beyond the
processing of IGrid∗

1|| = +10Apk that was taking place at the initial stage. Observe
in Fig. 4.16(f) that, as the control change occurred, the reactive current dispatch was
added to the operation without causing any unwanted behavior in the currents of the
d-DERs?, or in the PCC current and voltage. Moreover, the strategy was able to steer
the inverters proportionally to the their nominal capacities at all times.

4.3.4 DERs of Assorted Operational Natures and Variable Generation
Capabilities

Inverter-dominated LV MGs usually comprise multiple RESs and ESSs, which
present particular operational natures, beyond the fact that power generation intermit-
tency is likely to exist for some of these generation systems. Thus, once a coordinated
control strategy is employed in such MGs, it is imperative to cope with the existence
of DERs of a varied nature (i.e., being nd- and d-DERs). Additionally, the control
strategy should endure operation when DERs face variable energy generation profiles.

Although the previous simulation and experimental scenarios have demonstrated
that the GCBC strategy is capable of accommodating both nd- and d-DERs, it has
not been shown how the MG operates when the primary energy sources of nd-DERs
present variable generation. Moreover, since two types of nd-DERs (i.e., characterized
by either the presence or absence of communication interface) are considered within
this thesis, it is important to also demonstrate how the GCBC performs under such a
scenario. Therefore, the following simulation and experimental results demonstrate
these two features of the strategy.

4.3.4.1 Simulation Results

Let us again establish an initial operational condition, being presented at Interval I
in Fig. 4.17, in which the main MG testbench is used, having all eight DERs connected
to it, as well as all loads (see Fig. 3.1). Firstly, it was considered that the five nd-DERs
were injecting active power at nominal capability (i.e, 1 p.u.), whereas the three d-
DERs were being coordinated by the GCBC strategy to achieve full current control.
Consequently, one can see in Fig. 4.17 that most of the load currents were provided
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by the DERs, as the PCC currents were significantly low.

At this point, it is important to remember that nd-DER1 and nd-DER2 do not present
a communication interface, therefore, not being controlled by the GCBC approach at
any moment. On the other hand, nd-DER3 to nd-DER5 present a communication in-
terface and can participate in the sharing of non-active currents (i.e., reactive and har-
monic components), if they present remaining power capability while injecting their
generated energy. Then, at 0.5 s in Fig. 4.17, a variation in the energy generation pro-
file of nd-DER1 and nd-DER2 was considered, abruptly imposing a reduction of 50%
in the inverters’ active power injections. By looking at the currents of nd-DER1 at
Interval II, one can easily identify such a sudden change, noting that their amplitudes
were reduced by half. The collective currents of the DERs, which can be seen in Fig.
4.18, also demonstrate that the amount processed by these two nd-DERs went from 20
A to 10 A.

Figure 4.17: Simulation results: full current control considering assorted inverters and variable
generation capability. Interval I: nd-DERs at 100% generation capability; Interval II: nd-DER1
and nd-DER2 at 50% generation capability; Interval III: nd-DER3 and nd-DER4 at 50% gen-
eration capability; and Interval IV: nd-DER3 and nd-DER4 at 0% generation capability. From
top to bottom: PCC voltages and currents, nd-DER1, nd-DER3 and d-DER2 currents.

Figure 4.18: DERs’ collective currents during simulations in Fig. 4.17.
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Most importantly, observe in Figs. 4.17 and 4.18 that the currents from the other nd-
DERs practically did not change. The d-DERs, in contrast, had to adjust their current
injections to maintain the current sharing performance (see d-DER2 currents in Fig.
4.17, and the scaling coefficients in Fig. 4.19). The steady state powers during Interval
II are shown in Table 4.12, reinforcing that d-DERs were able to adjust their operations
to achieve low amounts of active, reactive and distortion components flowing through
the PCC.

During the next simulation scenario seen at Interval III, beginning at 0.65 s in Fig.
4.17, the energy generation variability of the other nd-DERs (i.e., the ones comprising
communication interface) is depicted. While having nd-DER1 and nd-DER2 main-
taining active power injection at 50% of their capabilities, the energy generation of
nd-DER3 and nd-DER4 were also abruptly reduced by half. Consequently, these two
additional nd-DERs operating at 50% of energy generation presented remaining power
capability, which could be used to deploy ancillary actions.

In addition, as nd-DER3 and nd-DER4 comprise the communication interface, the
MGCC knows about their current injection statuses, which allowed them to be incor-
porated into the coordinated operation. It should be highlighted that, during all inter-

Figure 4.19: GCBC scaling coefficients (for phase a) during simulations in Fig. 4.17.

Table 4.12: Three-phase steady state powers at the PCC and at the DERs for Fig. 4.17. Units:
P [kW], Q [kVAR], and D [kVA].

Int. II Int. III Int. IV

P Q D P Q D P Q D

PCC 0.03 0.00 0.93 0.00 1.50 0.96 0.00 0.78 0.89
nd-DER1 4.02 -0.05 0.16 4.02 -0.04 0.15 4.01 -0.04 0.15
nd-DER2 4.02 -0.05 0.15 4.00 -0.04 0.16 4.01 -0.04 0.15
nd-DER3 12.08 -0.12 0.40 6.07 1.98 0.80 0.09 2.43 0.93
nd-DER4 12.10 -0.12 0.44 6.08 1.97 0.81 0.08 2.43 0.93
nd-DER5 12.01 -0.12 0.37 12.01 -0.12 0.37 11.99 -0.12 0.37
d-DER1 5.50 8.50 3.21 10.11 6.53 2.48 14.77 6.36 2.46
d-DER2 3.16 4.87 1.84 5.79 3.73 1.44 8.42 3.63 1.44
d-DER3 5.54 8.55 3.24 10.14 6.53 2.52 14.75 6.37 2.51
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vals simulated in Fig. 4.17, nd-DER5 was the only nd-DER operating injecting active
power at 100% capacity, which can be visualized in Fig. 4.18. This was performed to
demonstrate that the GCBC strategy is resilient, even having DERs of similar opera-
tional features facing different energy generation profiles.

It can be seen in Fig. 4.17 that nd-DER3, as well as nd-DER4, started to process
reactive and harmonic currents during Interval III. Even though transient currents ap-
peared at the PCC, due to the sudden change in the energy generation of these two
nd-DERs, the GCBC algorithm was able to rapidly (i.e., in about two fundamental
cycles) adjust the scaling coefficients. Therefore, Table 4.12 shows that a similar per-
formance was maintained at the PCC, presenting low amounts of the P, Q and D terms,
especially if compared to the load baseline of P = 55.55 kW, Q = 39.9 kVAR and
D = 7.32 kVA. Besides, observe in Fig. 4.18 that the currents injected by nd-DER1,
nd-DER2 and nd-DER5 were not affected.

Another important discussion needs to be made about the proportional current shar-
ing provided by the GCBC strategy. By coordinating nd-DERs to only share reactive
and harmonic currents, their participation in the GCBC strategy is proportional to their
remaining capabilities. This means that their active current injections are subtracted
from their nominal ratings, according to the iterative calculation of

√
∆Im in Fig. 3.7.

The results in Table 4.12 during Interval III can be taken as example, in which
it is shown that nd-DER3 and nd-DER4 injected 6 kW of active power, whereas d-
DER1 (and d-DER2, as they have same ratings) processed approximately 10 kW.
Hence, making an approximation, it can be considered that voltages throughout the
MG roughly present similar magnitudes, so Fig. 3.7 can be interpreted by power
terms. This allows one to calculate the following available capability for d-DER1
to share reactive power: Qd−DER1

aval =
√

(Ad−DER1)2 − (P d−DER1)2, which gives
Qd−DER1

aval =
√

(35000)2 − (10000)2 = 33.54 kVAR. The same calculation can be
performed for nd-DER3, resulting in Qnd−DER3

aval =
√

(12000)2 − (6000)2 = 10.39
kVAR. Note that the ratio between the power availabilities from such d- and nd-DERs
was approximately 3.22, indicating that the former DERs should process reactive
power approximately three times higher than the latter ones. Now, from Table 4.12,
it is possible to verify that the ratio between the reactive powers of such DERs was
3.29 (i.e., 6.53 kVAR/1.97 kVAR). Thus, it is proved that proportional sharing was
maintained, even under variable energy generation capabilities.

A last simulation case is shown at Interval IV of Fig. 4.17, abruptly imposing a
null generation capability only for nd-DER3 and nd-DER4. As a result, such nd-DERs
did not have the capability to inject active power into the grid anymore. However,
they could still continue to be coordinated to participate in the sharing of reactive
and harmonic currents. Note in Figs. 4.17 and 4.19 that the strategy was able to
adequately accommodate the DERs upon such a scenario, reaching steady state after
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approximately three cycles. Moreover, from Table 4.12 it is seen that nd-DER3 and
nd-DER4 practically did not process active power, which reflected on the increased
P values attained for d-DER1 to d-DER3, if compared to Interval III. As such nd-
DERs presented more available power capability, the sharing of reactive and harmonic
components was also readjusted by the GCBC. Thus, this case demonstrates that the
GCBC approach is also able to accommodate active filtering devices that potentially
exist within the MG, and that intend to cooperate with DERs.

4.3.4.2 Experimental Results

Experimental validations are herein presented to show that the GCBC strategy is
able to coordinate DERs of assorted operational natures, as well as upon variable en-
ergy generation profiles, in real-life implementations. The experiments use the main
single-phase MG prototype mentioned in Section 4.2.2, considering all linear and non-
linear loads connected to it (see Fig. 4.2), with the results divided into three cases. For
the first two cases, two DERs are considered; one operating as a dispatchable unit, and
the other one as a non-dispatchable unit that participates in the GCBC. For the last
case, a third inverter is connected to the MG, operating as an nd-DER without com-
munication interface. During all cases, the coordination of inverters strives to attain
full current control, sharing the active, reactive and harmonic current terms drawn by
the loads.

The first case is depicted in Fig. 4.20(a), considering that d-DER?
1 and d-DER?

2
were the two inverters connected to the MG. To emulate a scenario comprising assorted
inverters, only for this section, d-DER?

1 was configured to be driven as an nd-DER.
Thus, it injected its generated active current into the MG under a local perspective.
Additionally, d-DER?

1 could also be coordinated to share reactive currents, as well as
harmonics of the selected 3rd and 5th orders, if the remaining capability was available.
Even though d-DER?

1 operated as a non-dispatchable inverter, its nomenclature as a
d-DER? was maintained for the sake of organization.

The result in Fig. 4.20(a) shows the steady state operation of the MG, considering
that d-DER?

1 was injecting active current at 20% of its nominal rating. Consequently,
in Table 4.13 it is seen that d-DER?

1 injected 251.3 W of active power, while d-DER?
2

was responsible for providing the remaining active power demanded by the loads. One
can note that the P power seen at the PCC was low, being -48.49 W, in comparison to
the baseline of 980 W. This demonstrates that the GCBC was able to steer d-DER?

2 to
process the remaining active power that was not supplied by d-DER?

1. In parallel, as
d-DER?

1 had most of its power capability idling, the GCBC strategy strived to integrate
the operations of both DERs? for what concerns the sharing of reactive and harmonic
current demanded by loads.

As a result of such cooperation, Fig. 4.20(a) shows that both DERs? processed
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Figure 4.20: Experimental results: full current control with assorted inverters and variable
generation capability. (a) d-DER?

1 emulates an nd-DER with 20% of generation capability; (b)
d-DER?

1 emulates an nd-DER transiting from 20% to null generation capability; (c) zoom-in-
view of (b); (d) steady state condition of (c); (e) case (d) considering nd-DER?

1 injecting active
power. From top to bottom: PCC voltage and current, d-DER?

2 and d-DER?
1 currents. The

results in (e) were measured using two oscilloscopes using AC line trigger mode.

Table 4.13: Steady state powers at the PCC and the DERs for Fig. 4.20. Units: P [W], Q
[VAR], D [VA].

Fig. 4.20(a) Fig. 4.20(d) Fig. 4.20(e)

P Q D P Q D P Q D

PCC -48.49 7.67 101.4 -36.0 47.1 77.9 -31.2 -16.9 110.4
d-DER?

2 826.5 647.8 203.3 1154 573.2 187.8 460.0 679.2 231.2
d-DER?

1 271.3 542.3 184.5 -7.5 584.5 176.3 9.51 556.5 169.6
nd-DER?

1 0.0 0.0 0.0 0.0 0.0 0.0 591.4 2.7 74.4

currents that were phase shifted in relation to the PCC voltage, being also highly dis-
torted. Therefore, the PCC current became practically null, indicating that full current
control was adequately attained by the operation. Nonetheless, in contrast to previous
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experimental cases, the currents of both DERs did not present similar and proportional
waveforms, as the inverters were playing different roles. From Table 4.13 this can also
be seen, as both DERs? injected non-proportional values of P, also processing reactive
and harmonic powers that do not appear to be proportional at first sight.

However, it is important to remember that, as explained during simulations, the
current sharing proportionality should only be considered based on the remaining cap-
abilities of the inverters (i.e., after considering active current injection). Further ana-
lyzing the obtained power terms for this case, the proportion ratio between the DERs
was 1.19. Consequently, this result indicates an adequate sharing of currents, as a
reference ratio of 1.21 can be theoretically calculated.

The second experimental case is depicted in Figs. 4.20(b) to 4.20(d). This case
shows the transient and steady state results when the active current generation profile of
d-DER?

1 was reduced from 20% to 0%, causing this inverter to resemble the operation
of an active filter. In 4.20(b), the instant at which such a change occurred at the d-
DER?

1 is shown. The zoom-in-view of this transition is presented in Fig. 4.20(c),
demonstrating that such an action did not cause disturbances in the PCC voltage, nor
in the currents seen at the PCC or processed by the DERs?. After approximately three
cycles, the GCBC was able to adequately adjust the currents injected by the inverters.

The steady state waveforms for this case are seen in Fig. 4.20(d) demonstrating that
d-DER?

1 processed a current explicitly different from d-DER?
2, as it operated only shar-

ing reactive and harmonic currents. However, the powers shown in Table 4.13 prove
that proportional power sharing was obtained for the reactive and harmonic compon-
ents. For instance, one can calculate 1.38 kVA of remaining capability for d-DER?

2
(i.e.,

√
18002 − 11542), which was close to the nominal capability of d-DER?

1 (i.e.,
1.34 kVA, see Table 4.2). Thus, the two inverters should process similar amounts of
Q and D powers, which was the case for the results in Table 4.2 (see that the DERs?’
non-active powers were practically the same).

As a final experiment, the case in Fig. 4.20(e) is complementary to Fig. 4.20(d),
demonstrating the insertion of one additional non-dispatchable inverter to the MG,
which is nd-DER?

1 (see Fig. 4.2). It is reinforced that the previous operational con-
ditions of Fig. 4.20(d) were maintained. Thus, nd-DER?

1 was added to the MG to
operate injecting active power (i.e., 591.4 W), as can be seen by the low distorted and
in-phase current in Fig. 4.20(e), as well as in Table 4.2. Since one more inverter in-
jected the active currents being drawn by the loads, the GCBC approach was able to
indirectly measure this condition at the PCC currents, later adjusting the coordination
of the other DERs?. Consequently, note that the currents from d-DER?

1 and d-DER?
2

presented lower amplitudes than during the previous case, and the current flow through
the PCC remained significantly lower.
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Finally, it is also highlighted that, since d-DER?
2 reduced its active power injec-

tion, it presented more remaining capability. Hence, this inverter ended up processing
more reactive and harmonic currents than d-DER?

1 (see Q and D powers in Table 4.2).
Nonetheless, such current sharing still occurred proportionality to the remaining cap-
abilities of the two DERs?, achieving rdDERs? = 1.22, knowing that the reference
proportion ratio was 1.29 during this case. Thus, the experiments proved the feasibil-
ity of the GCBC strategy to accommodate inverters of different operation natures, as
well as to cope with different generation profiles.

4.4 Complementary Operational Considerations
A variety of scenarios can be faced by LV MGs, and DERs can be coordinated

according to several control strategies that offer particular advantages and disadvant-
ages. Although the GCBC strategy is derived with a primary focus on the transactive
aspect of a MG, meaning that grid-connected mode is mainly targeted, it is import-
ant to clarify how DERs are also coordinated during mode transition, as well as when
islanded operation occurs. In addition, since conventional droop control is the most
commonly adopted solution for steering inverters in MGs, considerations are offered
in this section to highlight the particularities of the GCBC strategy.

4.4.1 Islanded Operation and Transition in Microgrid Modes

By definition, MGs must endure steady state operation under either interconnected
or islanded modes [29]. In addition, they must support the transition between such
states, by means of smooth maneuvers. Nevertheless, there are many technical chal-
lenges behind MG mode transition, such as the need to suppress voltage and current
fluctuations [139], the requirement for adequate implementation of re-synchronization
strategies for DERs [140], and others [141]. Hence, especially for scenarios of high
penetration of DERs [41], it is important to certify that their coordination can endure
the dynamic changes occurring in the MG, when transition between modes occurs.

In general, MGs can take advantage of one of the two following alternatives, in
order to endure islanded operation and smooth mode transitions. The first alternative
(i.e., Alternative 1) is the use of any coordination strategy capable of steering multiple
inverters (i.e., of dispatchable nature) as voltage controlled sources. The second solu-
tion (i.e., Alternative 2) considers the existence of a single utility-interactive converter,
which forms the MG when the upstream grid is absent. These two approaches are
further explained as follows.

• Alternative 1:

For this case, inverters based on only intermittent RESs (i.e., nd-DERs) are usu-
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ally not considered for grid-forming purposes, resulting in the idea that there
must exist d-DERs in the MG to play that role [41]. When the upstream grid
becomes absent, d-DERs have to share the burden of forming the grid, con-
trolling voltage magnitude and regulating frequency. Consequently, during the
transition from grid-connected to islanded mode, and vice-versa, the coordina-
tion strategy must allow DERs to properly re-synchronize and interact with each
other without causing undesired electric transients [140].

Although coping with such a requirement is not trivial, strategies like droop
control [31, 139], and concepts like virtual synchronous machines (VSM) [142]
and virtual oscillators (VOC) [143], can fulfill such a need. The GCBC strategy,
however, has not been devised with that focus of operation. Thus, when the
GCBC is adopted in a MG without grid-interactive converters, if islanding is de-
tected by d-DERs [144], they must change their local control approach to oper-
ate autonomously according to droop-based, VSM or VOC concepts. Since such
autonomous approaches have been widely investigated in the literature [30], this
thesis does not further address this alternative;

• Alternative 2:

Utility-interactive converters [145] are power electronic interfaces incorporat-
ing sophisticated power processing capabilities [100], and they operate based
on two main purposes in MGs. The first purpose relates to the interconnected
scenario, in which such converters give support to obtain a more robust MG
operation, particularly when adverse conditions occur [146] (e.g., under abnor-
mal voltages, under non-linearities in voltages/currents, so forth). Additionally,
since utility-interactive converters usually present ESSs, they can support the
MG power dispatchability [66]. On the other hand, such converters can also
strive for a second purpose, which is the imposition of voltage and frequency
references when the MG is islanded [145] (i.e., grid-forming features). Besides,
the provision of smooth transition between the MG operation modes is usually
expected from such converters [146].

Thus, when an utility-interactive converter coexists with DERs being coordin-
ated by the GCBC strategy in a MG, synergistic interaction needs to be achieved.
Otherwise, the multiple operational purposes offered by the GCBC, or the inter-
esting grid-supporting features of the former converter, cannot be fully exploited
to fulfill all MG needs. Since this scenario is not commonly addressed in the lit-
erature, discussions are herein presented based on simulation results.

To understand how the GCBC strategy is supported under islanded operation and
during MG mode transitions, the existence of an utility-interactive converter needs to
be accounted for in the formulation of the control strategy. Herein, a specific utility-
interactive converter, namely Utility Interface (UI) [147], is considered on the MG
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Figure 4.21: Placement of the UI at the LV MG.

topology (i.e., exclusively for this section). The UI is typically designed with a four-leg
converter topology, usually considering triple loop controllers [99], and being allocated
at the MG PCC. Moreover, due to its powerful computational capabilities, and by the
fact that a communication interface is present, it can also incorporate the MGCC within
its hardware [145]. The scheme shown in Fig. 4.21 depicts the layout of the UI within
the MG.

One can observe that, if the circuit breaker CBMG is switched on, the MG is grid-
connected and the UI plays grid-supporting mode. On the other hand, if CBMG is
switched off, the UI forms the grid, not affecting the overall coordination of nd- and
d-DERs provided by the GCBC. Nonetheless, the UI imposes a new perspective for
the MG, and the previous formulation of the GCBC (i.e., presented in Chapter 3) is
no longer valid. Based on Fig. 4.21, let us then formulate this new MG perspective,
keeping in mind that vGrid

m and iGrid
m are the m-phase voltage and current drawn from

the upstream grid, and iUI
m is the UI current.

When the GCBC strategy is initiated at a control cycle "k", the reconstruction of
the currents demanded by loads (i.e., also incorporating losses and non-participating
DERs), which was previously given by Eqs. 3.9 and 3.10, can be re-written consid-
ering the UI peak currents. Hence, having the PCC as the reference node, ILh||m and
ILh⊥m

are now formulated according to Eqs. 4.1 and 4.2, respectively.

ILh||m(k) = IDERt
h||m (k) + IGrid

h||m (k) + IUI
h||m(k) (4.1)

ILh⊥m
(k) = IDERt

h⊥m
(k) + IGrid

h⊥m
(k) + IUI

h⊥m
(k) (4.2)

Consequently, the reference currents (I∗h||m and I∗h⊥m
) required for coordinating

the participating DERs at the cycle "k+1" result in Eqs. 4.3 and 4.4.

I∗h||m(k + 1) = ILh||m(k)− IUI∗
h||m(k + 1)− IGrid∗

h||m (k + 1) (4.3)

I∗h⊥m
(k + 1) = ILh⊥m

(k)− IUI∗
h⊥m

(k + 1)− IGrid∗
h⊥m

(k + 1) (4.4)

These two equations demonstrate that the operation of the UI is independent from
the steering of DERs, allowing it to offer grid-supporting functions at the PCC, while
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coexisting in synergy with other coordinated inverters. Moreover, note that the ref-
erence currents for the UI (i.e., IUI∗

h||m and IUI∗
h⊥m

) make it a participant in the power
dispatchability of the MG [66]. Therefore, the UI can use the capability of its ESS,
or even its generated energy (i.e., if RESs are considered on its topology), to dispatch
active and reactive power aiming at supporting the transactive aspects of the MG.

Finally, Eqs. 4.3 and 4.4 also indicate that, when the MG operates under islanded
mode, the upstream grid is absent, resulting that IGrid∗

h||m and IGrid∗
h⊥m

are null. Since the
UI acts forming the grid, IUI∗

h||m and IUI∗
h⊥m

take over the role of IGrid∗
h||m and IGrid∗

h⊥m
(see

the similarity with Eqs. 3.9 and 3.10). Thus, if IUI∗
h||m = IUI∗

h⊥m
= 0, the DERs controlled

by the GCBC strategy drive the MG to full self-consumption mode, relieving the UI
from providing power to loads. On the other hand, if IUI∗

h||m and IUI∗
h⊥m

are not null, the
UI has to provide or absorb power, ensuring the proper power balance required for
islanded MG operation.

4.4.1.1 Simulation Results Considering the Utility Interface Converter

Simulation results are herein presented to demonstrate that the GCBC strategy can
cope with the existence of an utility-interactive converter in the MG. To demonstrate
this, the main MG testbench presented in Fig. 3.1 and explained in Section 4.2.1 is
used, considering that all linear and non-linear loads were connected to the MG, as
well as the three d-DERs (i.e., d-DER1 to d-DER3). The nd-DERs were disregarded
for the sake of simplicity. In addition, the UI converter was placed at the PCC of that
MG, just as depicted in Fig. 4.21. While the complete modeling of the UI can be found
in [147], the basic control layout and the parameters used for simulations are briefly
described in Appendix B.1.4.

The results considering such an integrated operation of inverters are presented in
Fig. 4.22, being split into five intervals. Such intervals show different operational
conditions, taking into account the two MG transition modes (i.e., grid-connected and
islanded). During Interval I, the MG was interconnected to the upstream grid, also
considering that the GCBC strategy was disabled and d-DERs were not sharing any
currents. Consequently, since full self-consumption mode was expected for the MG,
the UI provided all the currents demanded by the loads. Fig. 4.22 demonstrates a
practically null circulation of currents through the PCC, as the UI injected distorted
and phase-shifted currents.

At a second instant (i.e., Interval II), the circuit breaker CBMG was switched off, re-
quiring the UI to form the grid in order to ensure proper islanded operation for the MG.
The result of this transition shows that neither overvoltages nor overcurrents occurred
in the MG. Moreover, the UI was able to regulate the magnitude of the PCC voltages,
as well as the MG frequency, without ceasing to feed currents to the loads. During the
islanded operation of the MG, the GCBC strategy was enabled to additionally steer the
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Figure 4.22: Simulation results: MG transiting from interconnected to islanded mode, and
vice-versa. Interval I: GCBC disabled and MG interconnected; Interval II: GCBC disabled and
MG islanded; Interval III: GCBC enabled and MG islanded; Interval IV: GCBC enabled and
MG interconnected; and Interval V: GCBC enabled, MG interconnected, and UI controlling
the power flow at PCC. From top to bottom: PCC voltages, grid currents, UI currents, and
d-DER1 currents.

three d-DERs to share the active and reactive currents drawn by the loads.

This standalone scenario is depicted in Interval III, and the zoom-in-view of the
operational transition is shown in Fig. 4.22. It is observed that, as d-DERs followed
their current references to process fundamental currents (see low-distorted waveforms
for d-DER1), the UI promptly adjusted its control inputs to provide the remaining
load currents. Hence, the UI basically processed harmonic currents, supporting the
achievement of a proper power balance for the MG. This result shows that synergistic
operation occurred among the UI and the inverters coordinated by the GCBC.

Since d-DER1 to d-DER3 processed collective currents equal to 63.71 A, 36.41 A
and 63.68 A (see Fig. 4.23), respectively, it is proven that the expected proportion ratio
of 1.75 was obtained (i.e., between d-DER1 and d-DER2, also between d-DER3 and d-
DER2). Thus, the proportional current sharing provided by the GCBC was not affected
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Figure 4.23: DERs’ collective currents during simulations in Fig. 4.22.

by the presence of the UI during Interval III. It is also important to highlight that
the UI usually endows large-bandwidth control loops [100], which support improved
regulation of the output currents, as well as allowing seamless transition for the MG
[145]. For such reason, load currents can be adequately supplied at all instants.

For Interval IV, the upstream grid was considered to be active again, requiring the
MG to reconnect to it. Note in the zoom-in-view of the transition between intervals III
and IV that, even though a small disturbance occurred at the grid currents, the UI was
able to promptly counteract it, providing a smooth transition for the MG. Moreover,
d-DERs were practically unaffected by the new MG operational status, demonstrating
that the UI was incorporated into the MG control, providing proper mode transitions,
without impairing the current sharing devised by the GCBC strategy.

Observe that the d-DERs’ currents were only adjusted to cope with the slight dif-
ferent voltage amplitudes of the grid voltages, when compared to those imposed by
the UI. While in the steady state condition, the upstream grid, the UI, and the d-DERs
provided adequate regulation of the MG null current dispatch current. In addition,
proportional sharing was attained, as d-DERs presented a ratio of 1.74.

The last simulated scenario, shown at Interval V in Fig. 4.22, demonstrates how the
UI participates in the power dispatchability of the MG. For this case, the UI was de-
manded to process 13 kW per phase, in addition to the provision of the load harmonic
currents that were not shared by the d-DERs. As the UI enabled its consumption of act-
ive power (i.e., emulating energy storage), the grid currents increased smoothly until
steady state operation was reached. It can be seen in the zoom-in-view of this interval
in Fig. 4.22 that the grid currents became low-distorted, while being in-phase with the
PCC voltages. A peak value of 82.2 Apk was obtained for the per-phase grid currents,
which indicates adequate control, as 12.99 kW was drawn from the upstream grid.

Lastly, two aspects can be further observed during this instant. The UI currents
presented both fundamental and harmonic components, and the currents from d-DERs
were not affected, when compared to Interval IV. This indicates that the load demand
for active and reactive currents was still supplied by the coordinated DERs, and the UI
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complemented the operation supplying the remaining harmonic currents. Thus, the UI
could be integrated into the MG dispatchability independently of the coordination of
the other inverters.

4.4.2 Considerations in Relation to Classic Droop Control

In the literature [31, 108, 122, 148, 149, 150], droop control is undoubtedly the
most commonly adopted strategy for what concerns the coordination of inverters in
MGs, especially when cooperative operation is devised under decentralized or distrib-
uted control topologies. This occurs because droop-based approaches, in general, steer
inverters under VCM (i.e., as controlled voltage sources) [30, 72], requiring only local
electrical quantities (e.g., voltages, currents, and/or power terms) to be processed by
the inverters. Therefore, power sharing is achieved in a MG based on the tuning of
droop gains [11, 31], which are utilized on the local control of the inverters.

Due to its simplicity, conventional droop control can be straightforwardly imple-
mented. Nevertheless, several more elaborate formulations of this method are found in
the literature [108, 151], aiming to overcome its commonly faced issues, such as: i) in-
accurate proportional power sharing; ii) dependence on the knowledge of MG physical
parameters; and iii) sensitivity to droop parameters. Most of the time, adding virtual
impedance loops to the control of inverters [152, 153] is the simplest solution to attain
improved performance.

With this in mind, this section aims at highlighting some differences in the opera-
tional aspects of the GCBC strategy, in relation to the conventional droop control. The
main purpose herein is to demonstrate the particularities of the GCBC while coordin-
ating inverters in LV MGs, having the droop concept as a reference method. Focus is
given to the aspects related to the active, reactive, and harmonic power sharing capab-
ilities of both methods. Moreover, for the sake of clarity, simulation results take into
consideration a simplified single-phase MG circuit, which is described as follows.

4.4.2.1 Simplified MG Circuit and Operational Principles

The LV MG circuit considered in this section is shown in Fig. 4.24, being com-
posed of two inverters, namely INV1 and INV2, line impedances (Z0 to Z4), as well
as two linear loads (ZL1 and ZL2) and one non-linear load (ZNL). Note that the loads
ZL1, ZL2 and ZNL can be switched off by the circuit breakers CBL1, CBL2 and CBNL,
respectively. In addition, step in line impedances can be emulated by the switch SBZ,
which connects to the MG either Z3 or Z4. The MG parameters are summarized in
Table 4.14. It is highlighted that both inverters, INV1 and INV2, are given these names
to easily distinguish them from the other nomenclatures used in previous simulation
and experimental results.
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Figure 4.24: Simplified MG circuit adopted for discussions and simulations related to droop
and GCBC strategies.

Table 4.14: MG parameters for the simplified single-phase MG circuit of Fig. 4.24.

Parameter Value

Grid phase voltage and frequency 127 VRMS at 60 Hz
Line Impedances: Z0 = Z1 = Z2 0.038 + j0.005

Line Impedances: Z3 0.076 + j0.010
Line Impedances: Z4 0.152 + j0.020

Nominal power of INV1 (AINV1) 5 kVA
Nominal power of INV2 (AINV2) 3 kVA

Nominal current ratio between INVs (rINV s = 5/3) 1.66
Droop gains for INV1: kp1 and kq1 2.5e-5 and 5e-5

Droop gains for INV2: kp2 and kq2 4.16e-5 and 8.3e-5

GCBC processing time (TGCBC): 16.66 ms

Now, the control aspects of this simplified MG will be discussed. Knowing that
the GCBC strategy is devised based on the perspective of having the MG operating
under interconnected mode, as explained in Section 4.4.1, the inverters are usually
driven under CCM (i.e., as controlled current sources). Consequently, for testing the
GCBC strategy in this circuit, the inverters were emulated by ideal current sources in
simulations (i.e., only for this section).

In addition, an ideal voltage source placed at the PCC imposed the MG voltage and
frequency reference, emulating the UI operation. Moreover, the centralized control
topology of the GCBC approach states that a MGCC must be allocated at the PCC, in
constrast to the classic decentralized droop control. Thus, the MG management relies
on a low-bandwidth communication link to exchange data with the inverters. Similarly
to previous simulations, the GCBC approach was set for sharing fundamental currents,
as well as odd harmonics from the 3rd up to the 13th orders. Yet, since the GCBC
strategy was thoroughly explained in Chapter 3, no further discussions are presented.

On the other hand, once conventional droop control is implemented to coordinate
inverters in this MG, a decentralized topology is considered. Hence, there is no direct
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exchange of information between the inverters, nor do they use data links to commu-
nicate with a MGCC (see Fig. 4.24). Droop control is usually implemented based on
a hierarchical architecture [41], being fully locally implemented at each inverter, as
shown in Fig. 4.25. In such a control structure, inner control loops steer the inverters
under VCM, using cascaded voltage and current control regulators. The control loops
running at each j-th inverter take into consideration the MG references for the angu-
lar frequency and voltage amplitude (i.e., ω∗j and E∗j , respectively). In addition, two
droop equations control the cooperative operation of the inverters.

Such droop equations are mathematically formulated by Eqs. 4.5 and 4.6, being ωj

and Ej , the frequency and amplitude of the output voltage of the j-th inverter, respect-
ively. Pj and Qj are the low-pass filtered active and reactive output powers obtained
by following their respective control references P ∗j and Q∗j . For the simulation results,
the single-phase power calculation used for the droop control loop was implemented
as done in [154], using a low-pass filter time constant of 0.03 s.

ωj = ω∗j − kpj · (Pj − P ∗j ) (4.5)

Ej = E∗j − kqj · (Qj −Q∗j ) (4.6)

Other two important variables are kpj and kqj , which are the active and reactive
power droop gains, respectively. These two terms are constants responsible for provid-
ing proportionality among inverters during power sharing. Thus, they are the terms
that are usually tuned when droop control is implemented. For simulations, kpj and
kqj were tuned based on the main operational condition of the MG, as later explained,
having their values presented in Table 4.14. Additionally, the variable ωj is typic-
ally integrated to attain the phase angle θj used for the inner control loops, as given
by Eq. 4.7. Finally, for the sake of simplicity, and to better depict the comparisons
between the droop and GCBC methods, ideal voltage controlled sources were used for
implementing the former strategy in simulations.

θj =

∫
ωj · dt (4.7)
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Figure 4.25: Basic hierarchical structure of droop controlled inverters.
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4.4.2.2 Simulation Results

The simulation results are divided into two parts. The first one demonstrates how
the droop and GCBC strategies compare in steady state condition when linear and non-
linear loads exist within the MG. Additionally, their transient responses when loads
are abruptly switched on and off are also verified. The second part demonstrates the
sensitivity of the strategies to changes in grid impedances. To emulate these changes
in MG impedance, the switch button SBZ is used, modifying the normal operation of
the circuit (i.e., with Z3 switched on) to the case in which Z4 is connected.

The first simulation results (i.e., for part one) are presented in Fig. 4.26 and in
Table 4.15, considering that the inverters are striving for sharing the active, reactive
and harmonic currents demanded by the loads. Each of the three intervals in Fig. 4.26
comprise different states for the MG loads. During Interval I, for instance, the linear
load ZL1 and the non-linear load ZNL are connected to the circuit, while ZL2 is switched
off (see Fig. 4.24).

From Fig. 4.26 it can be seen that, during Interval I, the two strategies presented
similar steady state behavior in relation to active power. Note in Table 4.15 that, for
the droop and GCBC strategies, the P powers processed by INV1 and INV2 converged
to practically the same operational point. Besides, power sharing occurred proportion-
ally to the inverters’ nominal capabilities, being rINV s = 1.67, which is very close
to 1.66 baseline. This is expected because inaccuracy in active power sharing is not
usually characteristic of conventional droop control. Due to the fact that wj is a global
MG variable, by using it in Eq. 4.5, the inverters can properly balance their participa-
tions in active power sharing, if droop gains are adequately tuned, as occurred during
simulations.

In contrast, the voltage amplitude Ej modulated by each droop-controlled inverter
follows Eq. 4.6, consequently being affected by voltage drops through line imped-
ances. Hence, mismatches in grid impedances inherently lead to inaccurate reactive
power sharing among inverters [155]. The non-proportional power sharing caused by
the droop control is evident in Fig. 4.26 (see reactive power plot), as well as in the pro-
portion ratios obtained during this interval (see Q power in Table 4.15). Observe that,
although the GCBC strategy was capable of maintaining the expected 1.66 proportion
ratio, droop control led the inverters to reach a value of 2.56.

The direct consequence of such an operational condition is that INV1 had to pro-
cess much more Q power than INV2, which may cause unbalanced thermal stress of
the inverters within the MG. By looking at the inverter currents in the zoom-in-view
of Fig. 4.26, one can also note the difference in current amplitude for the droop con-
trol. Since conventional droop control does not typically implement harmonic loops
[153], the sharing of distortion power also occurs non-proportionally to the inverters’
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Figure 4.26: Inverters sharing load powers for the droop and GCBC strategies. Interval I:
linear (ZL1) and non-linear (ZNL) loads connected; Interval II: linear load (ZL1) connected; and
Interval III: linear loads (ZL1 and ZL2) connected. From top to bottom: P, Q and D powers, and
zoom-in-view of inverters’ currents for the droop and GCBC strategies.

Table 4.15: Steady state powers for the inverters and power sharing ratio during results in Fig.
4.26. Units: P [W], Q [VAR], D [VA].

Int. I Int. II Int. III

P Q D P Q D P Q D

D
ro

op

INV1 314 884 206 66 705 0.0 891 1046 0.0
INV2 188 341 103 40 352 0.0 534 174 0.0
rDroop
INV s 1.67 2.59 2.00 1.65 2.00 0.0 1.66 6.01 0.0

G
C

B
C INV1 296 772 193 50 663 0.0 872 784 0.0

INV2 177 463 116 30 398 0.0 526 471 0.0
rGCBC
INV s 1.67 1.66 1.66 1.66 1.66 0.0 1.65 1.66 0.0

capabilities. This can be noted in Table 4.15, as rINV s was 2.00 for the droop method,
whereas the GCBC approach maintained the 1.66 proportion.

During Interval II, the non-linear load was switched off at 2 s, demonstrating that
droop control maintained a similar behavior when compared to Interval I. This case
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shows that, regardless of the loads existing within the MG, proportional active power
sharing was attained when the inverters were controlled by the two strategies (see
proportion ratios in Table 4.15). Additionally, reactive power was not shared propor-
tionally by droop-controlled inverters, in contrast to the GCBC approach. Another
contrasting feature can be observed in Fig. 4.26, being more evident in the Q power
plot. Note that the droop method took longer to reach the steady state condition, re-
quiring approximately 1.0 s after the load step was applied. On the other hand, the
CBC strategy took less than 0.25 s. Of course, such accommodation times depend on
the time constants of the filters used for implementing the droop strategy, also being
affected by the communication time employed for the GCBC method.

For the last simulation case, shown at Interval III, another load step was applied to
the MG, switching ZL2 on, and increasing the active and reactive power demands seen
by the inverters. Fig. 4.26 shows that the accommodation times required for both meth-
ods were similar for Interval II, also resulting in accurate active power sharing during
steady state. The zoom-in-view of this interval in Fig. 4.26 makes visually evident the
effect of the inaccurate reactive power sharing provided by the droop method. Note
that this operation caused the two inverters to process currents with different amp-
litudes and significant phase shift between them, reaching a high proportion ratio of
6.01 (see Table 4.15). On the contrary, the GCBC approach was able to steer inverters
following a ratio of 1.66.

The second part of the simulation results will now be presented, showing the be-
havior of the two coordination strategies when a change in grid impedance occurs
at the MG. Knowing that LV MGs are dynamic systems, the sudden connection and
disconnection of inverters, as well as of loads, might cause different equivalent grid
impedances to be sensed at each node [156]. Consequently, this condition might affect
the coordination of inverters for model-based strategies, as well as potentially impair-
ing the proper power sharing even for model-free methods, if they are not robust to
variations in grid impedance.

During simulations, the conventional droop and GCBC strategies were tested upon
such a condition by applying a line impedance step in the MG, changing the Z3 by Z4

(see Fig. 4.24). This result is shown in Fig. 4.27, considering that the initial condition
is the same as in Fig. 4.26, but at 2.0 s the switch button SBZ was enabled. Only the
loads ZL1 and ZNL were considered to be switched on at all instants in Fig. 4.27.

Then, it can be firstly noted in the results that, once the step is applied, signific-
ant overshoot and undershoot occurred at the active powers processed by the droop-
controlled INV1 and INV2, respectively. Such an overshoot reached around 27% of the
steady state active power injected of INV1, and it was around 20% for the undershoot
of INV2. Additionally, the transient response of these inverters took much longer to
settle than during previous cases when load steps were tested. Note that the settling
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Figure 4.27: Response of the droop and GCBC strategies upon line impedance step. From top
to bottom: active, reactive and distortion powers for both inverters.

time was about 3.5 s for this scenario. Nonetheless, steady state proportional power
sharing was satisfactorily maintained for P, presenting a ratio of 1.68.

Concerning the reactive and distortion powers, it is also evident that the change in
the grid impedance further deteriorated the proportional power sharing capability of
the droop control. For instance, besides slow settling time also occurring for the re-
active power, proportion ratios of 7.33 and 4.23 were obtained for the Q and D terms.
These ratios are significantly different when compared to the baseline of 1.66. There-
fore, such results demonstrate how sensitive the conventional droop control approach
is to the physical parameters of the MG.

In contrast, due to the model-free feature of the GCBC strategy, it was practically
unaffected by the change in grid impedance. However, a shortcoming of the GCBC
is that higher energy losses may occur depending on the MG disposition of nodes, as
well as on the inverters’ ratings. Since proportional sharing of the P, Q and D powers
is offered by the GCBC regardless of the grid impedance values, higher energy losses
may be faced if the MG presents non-homogeneous features.

In conclusion, these results show that, beyond the particular implementation prin-
ciples, the conventional droop and GCBC strategies provide different power sharing
features while steering inverters in MGs. Droop control has the advantage of straight-
forwardly supporting islanded operation, while the GCBC approach requires the ex-
istence of a grid-forming converter, or that several inverters cooperate for specifically
imposing the voltage and frequency references for the MG. In addition, droop con-
trol inherently does not rely on communication links, which increases MG reliability
[149].
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Nonetheless, without implementing virtual impedance loops, proportional reactive
and harmonic power sharing are significantly affected in droop-controlled inverters
[152]. Additionally, sensitivity to grid parameters might be critical, especially in the
scenario of weak MGs, as well as when operating under non-ideal voltage conditions
[107]. Finally, a transactive energy aspect is usually expected of MGs, since they
generally operate interconnected to an upstream grid. Thus, if the MG manager desires
to control the power flow at the PCC using droop-controlled inverters, communication
infrastructures and a MGCC are likely to be required [52], as they are for the GCBC.
Overall, depending on the MG management perspective, the GCBC strategy may be
more interesting due to its multi-purpose operational feature discussed throughout this
thesis.

4.5 Chapter Conclusions
This chapter presented the main operational purposes supported by the GCBC

strategy. It has been demonstrated that it is possible to coordinate DERs in LV MGs
to achieve decoupled control over current terms drawn by loads. In fact, active and
reactive currents can be shared by inverters proportionally to their nominal ratings.
Concomitantly, the controllability over such fundamental currents gives flexibility to
the MG to also regulate the power flow through its PCC, supporting its participation
in transactive energy interactions. Moreover, selective distributed harmonic compens-
ation is supported, allowing the possibility to obtain full current control or low current
distortion at the PCC, if desired.

It has also been demonstrated that the GCBC approach is capable of accommodat-
ing DERs of assorted operational natures (i.e., dispatchable or non-dispatchable), also
coping with the intermittency inherent to RESs. Additional considerations highlighted
that the coordination strategy can be applied to the MG even during transition modes.
Finally, discussions enlightened the differences between the GCBC strategy and the
conventional droop control, clarifying the particular implementation and operational
features of the latter.
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Chapter 5

Current-Based Coordination of DERs
upon Adverse Scenarios

5.1 Introduction
Weak1 MGs commonly undergo adverse operational conditions due to massive

penetration of RESs and non-linear loads, and due to disturbances involuntarily im-
posed by the upstream grid. Abnormal conditions bring additional operational chal-
lenges, which need to be properly assessed prior to deploying coordinated control
strategies to steer inverters. Among the burdens leading to non-ideal MG scenarios
are, for example, the existence of non-sinusoidal voltage conditions, the occurrence of
fluctuations in voltage profiles, as well as the case of inverters with limited capabilities
to offer ancillary services.

Thus, the main goal of this chapter is to demonstrate that the GCBC strategy is
capable of coping with several non-ideal operational scenarios, ensuring reliable and
stable operation. It presents the capability of the coordination strategy to endure oper-
ation under distorted voltages, voltage ride-through conditions, as well as adequately
limiting the participation of DERs to respect their nominal ratings. One additional ad-
vantage of the GCBC strategy is also discussed, demonstrating that its current sharing
features can indirectly support the purpose of improving voltage quality in weak MGs.
A discussion regarding the stability aspects of the control method is presented, being
complemented by results demonstrating that communication issues are not a concern
from the MG operational perspective. Finally, brief considerations about power coup-
ling are presented to highlight how the GCBC behaves in MGs with line impedances
of high X/R ratio.

5.2 DERs with Limited Power Ratings
Since the loads existing within the MG present dynamic behavior, often connecting

and disconnecting from the grid, inverters sharing powers need to constantly adjust
1The definition of a weak MG was defined in Section 1.1, being a power system of low short-circuit

ratio and small inertia constant [26].
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to the required need. Additionally, intermittency in generation or limitation in the
number of coordinated inverters may cause the power demand to be higher than the
MG’s internal energy supply. Hence, coordinated inverters may face demands that
exceed their nominal ratings. With this in mind, this section shows that the GCBC
strategy is capable of adequately saturating the participation of DERs to respect their
available capabilities. Such a functionality is herein discussed based on experimental
results seen in Fig. 5.1.

For presenting this feature of the GCBC approach, let us recall the main single-
phase MG prototype presented in Section 4.2.2, considering that all loads, as well as
d-DER?

1 and d-DER?
2 were connected to the MG. However, the nominal current ratings

of the d-DERs? were reduced through software by 50% to emulate the limited capab-
ilities. Thus, d-DER?

1 and d-DER?
2 presented 7.5 Apk and 10 Apk of nominal current

capabilities, respectively. Yet, it is considered that full current control is intended for
the MG operation, aiming at steering the two d-DERs? to share the active, reactive and
selected harmonic currents drawn by the loads.
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Figure 5.1: Experimental results: full current control under limited power capability. (a) d-
DER?

1 and d-DER?
2 with 50% smaller ratings than nominal values in Table 4.4; (b) load steps

applied disconnecting and connecting load L2; (c) zoom-in-view of stage one in (b); (d) steady
state condition of (c); (e) zoom-in-view of stage two in (b). From top to bottom: PCC voltage
and current, d-DER?

2 and d-DER?
1 currents.
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Then, in Fig. 5.1(a), the steady state behavior of the GCBC strategy while steering
both DERs? under such a limited condition is demonstrated. Apart from the reduced
current ratings of the DERs?, the scenario in Fig. 5.1(a) is the same as in Fig. 4.12(d),
in which it was demonstrated that a null PCC current was obtained when the GCBC
was enabled. Nevertheless, in Fig. 5.1(a) the inverters faced a condition in which
there was insufficient current capability to completely share load currents (i.e., IDERt

nom

was limited). Consequently, Fig. 5.1(a) shows that the GCBC algorithm saturated the
currents injected by the inverters, in order to respect their available capabilities.

For instance, note that the PCC current was no longer null, presenting both funda-
mental and harmonic components. The power components calculated for this scenario
are seen in Table 5.1, showing that mainly reactive and distortion powers were meas-
ured at the PCC. In comparison to the two baselines (i.e., when the MG presented only
loads, and when current ratings were not reduced), one can verify that the Q power was
only partially provided by the DERs? in Fig. 5.1(a). Moreover, the D power was not
tackled at all. This second matter can also be evidenced by the practically sinusoidal
DERs?’ currents seen in Fig. 5.1(a), indicating that the GCBC only assigned active
and reactive current sharing to the inverters.

Such an operational condition was possible due to the saturation scheme discussed
in Fig. 3.7, as the GCBC strategy iteratively calculates the DERs?’ current capabilities
before defining the scaling coefficients. If the inverters had even lower nominal ratings,
the strategy could saturate the injection during the assignment of the active current
sharing. Similarly, this could occur for harmonics, if IDERt

nom was sufficient to only
process the active and reactive load currents. For the case of Fig. 5.1(a), d-DER?

2 and
d-DER?

1 processed 6.79 ARMS and 5.18 ARMS, respectively. Thus, proportional current
sharing occurred even under limited capability (i.e., rdDERs? = 1.31), as the baseline
ratio was 1.33.

Now, in Figs. 5.1(b) to 5.1(d) it is demonstrated that such limited ratings of DERs?

do not affect current sharing if load demand is lower than IDERt
nom . This is demonstrated

by applying a load step to the MG, abruptly switching off the circuit breaker of the

Table 5.1: Steady state power terms at the PCC for Fig. 5.1.

PCC Powers

Baselines This Section
Loads Fig. 4.12(d) Fig. 5.1(a) Fig. 5.1(d)

A [VA] 1051 98.27 362.40 79.88
P [W] 980 -73.30 -70.72 6.25
Q [VAR] 1148 -14.05 184.6 -20.60
D [VA] 315 65.70 304.6 73.66
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inductive load L2 (see Fig. 4.2), which reduced the amount of reactive current drawn
from within the MG. Observe in Fig. 5.1(b), and in the zoom-in-view of this action
in Fig. 5.1(c), that the GCBC approach was able to adequately readjust the currents
processed by the inverters, as the load demand was reduced below IDERt

nom . It is visible
in Fig. 5.1(c) that, even though the mechanical switching of the circuit breaker is slow,
after a few fundamental cycles (i.e., approximately seven) the DERs? shared the load
currents without causing overvoltages or overcurrents. In addition, the capabilities
of the inverters, as well as their proportionality, were also respected during transients.
The steady state condition of this new load scenario is shown in Fig. 5.1(d), in which it
is visually seen that the PCC current was practically null. The power terms presented
in Table 5.1 show that low amounts of P, Q and D terms were flowing through the
PCC. The proportion ratio between DERs? was 1.36, reiterating that proportional full
current control was reached by the strategy.

Lastly, a dual condition is tested by switching on the load L2. This can be seen in
Figs. 5.1(b) and in the zoom-in-view presented in Fig. 5.1(e). Note that the inverters
were able to ride through the disturbance caused by the mechanical switching of the
referred circuit breaker, without losing effectiveness in proportional current sharing
nor leading to overcurrents in the DERs?. Taking approximately seven cycles after
the circuit breaker was switched on, the MG returned to the steady state condition of
5.1(a), respecting the capabilities of the inverters during the transition.

These results show that the GCBC saturation scheme of Fig. 3.7 is efficient, avoid-
ing to impose current demands that are not supported by the DERs?. It is worth re-
inforcing, however, that it is also important to implement current/power saturators in
the inner loops of the inverters to ensure proper local control and redundancy for the
coordinated perspective.

5.3 Distorted Voltages
LV power systems are prone to operating with background harmonics in voltages.

This is also true for MGs, especially if they are weak systems comprising non-linear
loads [26], as well as if they operate interconnected to an upstream grid that may
propagate voltage distortions [28]. Thus, it is imperative to certify that the coordination
of inverters is not affected if voltages are non-ideal, particularly upon the concern of
harmonic distortion.

In order to assess the feasibility of the GCBC strategy while coordinating inverters
upon distorted voltages, experimental results are herein discussed. For this case, once
again the main MG prototype explained in Section 4.2.2 is used, considering all loads,
as well as the two d-DERs? operating at nominal ratings. To obtain the expected
non-ideal scenario, the grid emulator functioned as an upstream distribution system
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imposing fundamental voltage at nominal condition, plus 12.50% of the 3rd harmonic
order. Thus, the instantaneous non-sinusoidal grid voltage was vGrid(t) = 127 ·

√
2 ·

cos(ωo · t) + 15.87 ·
√

2 · cos(3 · ωo · t).

The experimental results are presented in Fig. 5.2, in which it can be straight-
forwardly noted that the grid voltages were significantly distorted (see Fig. 5.2(a)),
causing slightly different load currents at the PCC as well (i.e., if compared to Fig.
4.4). Then, each simulated case is explained keeping in mind that the GCBC strategy
is firstly set to achieve full current control for the MG operation. A final case demon-
strates the GCBC features when only reactive and harmonic current control were set.

In Fig. 5.2(b) a steady state condition of how the DERs? were steered to share the
active, reactive and harmonic currents is shown. It is visually evident that, similar to
that achieved during the sinusoidal voltage condition (see Fig. 4.12(d)), practically a
null PCC current resulted from the current sharing. The PCC quantities presented in
Table 5.2 also proves that the power flow through the PCC was practically negligible
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Figure 5.2: Experimental results: full current control under distorted voltage. (a) 12.50% of
3rd harmonic in grid voltage with d-DERs? disabled; (b) active, reactive and harmonic current
sharing; (c) load step applied to (b) by disconnecting load L2; (d) zoom-in-view of (c); (e)
steady state condition of (d); (f) reactive and harmonic current sharing only. From top to
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Table 5.2: Steady state powers and current amplitudes at the PCC for Fig. 5.2.

PCC Powers

Load Full Control Full Control React. + Harm. Control
(Fig. 5.2(a)) (Fig. 5.2(b)) (Fig. 5.2(e)) (Fig. 5.2(f))

A [VA] 1543 83 121 1102
P [W] 957 -15 -82 1086
Q [VAR] 1157 -10 -23 -27
D [VA] 355 81 84 122

Harmonic Amplitude [ARMS]

h = 1 12.3 0.13 0.74 8.94
h = 3 3.23 0.26 0.27 0.26
h = 5 0.99 0.14 0.19 0.18

when compared to the load scenario of Fig. 5.2(a). Despite the fact that the grid voltage
was highly distorted, proportional currents were processed by d-DER?

1 and d-DER?
2,

being 6.00 ARMS and 8.03 ARMS. This proves that the GCBC strategy was robust
to operate under non-sinusoidal voltage, also offering proportional current sharing to
DERs?, exactly reaching the expected 1.33 proportional ratio.

In Figs. 5.2(c) to 5.2(d) the transient response of the control approach was analyzed
by applying a load step to the MG. Again, the inductive load L2 is switched off from the
circuit, requiring the inverters to adjust their current injections in order to maintain the
intended full current control. Note in Fig. 5.2(c) that, after the load was removed from
the MG, the inverter currents converged to a steady state operation and remained in a
stable condition. Coinciding with previously explained results, Fig. 5.2(d) shows that
having distorted MG voltage did not cause any impact on the transient behavior of the
GCBC strategy. In addition, observe that after approximately four cycles, steady state
operation was reached. Thus, the coordination strategy steered the DERs? adequately,
respecting their nominal capabilities, and without causing unexpected current spikes.

The steady state result in Fig. 5.2(e) reinforces the discussion about the unaffected
behavior of the GCBC approach, which led to low amounts of the P, Q and D powers
measured at the PCC (see Table 5.2). The amplitudes of the PCC currents also demon-
strate a similar current sharing performance, when compared to the previous scenario
of Fig. 5.2(b). As a proportion ratio of 1.30 was obtained for Fig. 5.2(e), it is proved
that full current control was achieved by the inverters, and that their balanced particip-
ation was ensured.

A final result is presented in Fig. 5.2(f) to demonstrate an important feature of
the GCBC strategy. During this case, the coordination approach steered DERs? to
provide distributed compensation of the reactive and the selected harmonic currents
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measured at the PCC. Aside from the fact that the Q and D powers were significantly
compensated (see Table 5.2), the obtained PCC current was practically in-phase with
the PCC voltage, presenting 1.03o of phase shift. Additionally, proportional power
sharing occurred, under a ratio of 1.35.

Nevertheless, it is visible that the PCC current resembled a sinusoidal waveform in
Fig. 5.2(f). This occurred as a direct consequence of the GCBC formulation presented
in Chapter 3, as the terms I∗h|| and I∗h⊥ are obtained from the total portion of the load
currents. Consequently, these terms lead to selective compensation of harmonic cur-
rents, without taking into account the voltage distortions. Although full mitigation of
current harmonics seems attractive at first sight (i.e., obtaining sinusoidal waveforms),
the literature [19, 157] points out that this might not always be the best operational al-
ternative, depending on the scenario and on the intended MG management. Therefore,
further discussions are carried out in Chapter 6, specifically in Section 6.2, to present
an advanced operational purpose provided by the GCBC strategy for the case when
distorted voltages exist.

5.4 Voltage Ride-Through
Among the many design requirements imposed by modern grid codes and standards

[109, 158], grid-tied inverters must present the capability to withstand voltage disturb-
ances. The commonly termed ride-through capability is important to allow DERs to
continue operating even if voltages temporarily deviate from nominal magnitudes [8],
as long as they are within acceptable limits. Voltage ride-through may occur upon sags,
which cause lower magnitudes (i.e., namely, low-voltage ride-through (LVRT)), or
upon swells that lead to higher magnitudes (i.e., high-voltage ride-through (HVRT)).
Such abnormalities in voltages bring additional challenges to the control of DERs
[159], as they may affect: i) grid synchronization; ii) the power balance between the
DC and AC sides of inverters; and iii) the dynamic performance of voltage and current
controllers.

In brief, voltage ride-through capabilities embedded into the local control of DERs
are essential to maintain grid stability [159] and, especially for weak LV MGs, are
required to improve reliability of operation. Nonetheless, once operation under an
integrated perspective occurs, voltage disturbances should also not affect the coordin-
ation of DERs, ensuring that they safely continue to pursue the expected MG goals.
Hence, in this section the features of operation of the GCBC strategy are presented
with regard to voltage ride-through scenarios. It is demonstrated through experimental
results that DERs can endure LVRT and HVRT conditions, without impairing current
sharing performance.

The experimental results herein discussed consider the main single-phase MG pro-
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totype used within this thesis (see Fig. 4.2), comprising all loads connected to it, as
well as having the two d-DERs?. During the results shown in Fig. 5.3, the inverters
were, in coordination, targeting the sharing of active, reactive and selected harmonic
currents, at all instants. Moreover, since loads were modeled as constant impedances,
the drawing of currents varied proportionally to the voltage applied to them. Two
scenarios are then presented: firstly, the grid emulator imposes an abrupt voltage sag
to study the LVRT capability of the GCBC strategy; and secondly, a sudden voltage
swell is applied to the MG, requiring the DERs to endure HVRT.

An overview of the steady state operation of the MG transiting through the different
voltage conditions is provided in Fig. 5.3(a). One can note three intervals on the profile
of the PCC voltage (see purple waveform). During the initial interval, the nominal
condition of the MG (i.e., grid voltage of 127 VRMS) is depicted, having the d-DERs?

steadily sharing currents and achieving practically null current flow at the PCC. Later,
a sag of 13.33% was applied to the grid voltage, reaching 110 VRMS. Observe that the
control strategy allowed the DERs to ride through the change in voltage, returning to
stable steady state operation.

Lastly, for the third interval, a sudden swell was emulated, causing the grid voltage
to rise from 110 VRMS to 141.10 VRMS. Even though this step represented a change
of approximately 28% in voltage magnitude, the inverters kept sharing currents and
reached steady state without resulting in MG instability. Moreover, note in Table 5.3
that the current sharing performance was similar during the LVRT and HVRT cases,
occurring proportionally to the d-DERs?’ capabilities, and allowing low power flow at
the PCC.

Now, Fig. 5.3(b) shows the zoom-in-view of the LVRT transition. It is seen that,
as a step was applied to the grid voltage, the d-DERs? suffered an increase in the peak
value of their instantaneous currents. This is indeed expected as the current controllers
implemented during experiments tend to maintain the power balance between the DC
and AC sides of the inverters. Even though such an increase in currents during LVRT

Table 5.3: Steady state powers and current amplitudes at the PCC for Fig. 5.3.

PCC Powers

LVRT Case HVRT Case
(Fig. 5.3(b)) (Fig. 5.3(c))

A [VA] 118.10 157.12
P [W] -41.56 -77.18
Q [VAR] -12.79 -29.19
D [VA] 103.20 126.3
rdDERs? 1.29 1.31
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can be avoided by implementing saturation algorithms [160] on the local controllers of
the inverters, the results obtained indicate a non-critical condition for this experiment.
The maximum current values reached by d-DER?

1 and d-DER?
2 were 15.46 A and 16.76

A, respectively, which still respect the nominal ratings of the inverters. In addition,
note in Fig. 5.3(b) that, after two cycles, the current amplitudes were already similar
to the previous scenario. The coordinated control was able to keep coordinating the
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inverters to achieve current sharing, reaching steady state in approximately five cycles.
There was no significant impact on the MG operation, apart from the transitions in
currents caused by the local controller of the d-DERs?.

With regard to the HVRT scenario presented in Fig. 5.3(c), one can observe a sim-
ilar behavior in relation to the coordination provided by the GCBC. After the referred
step was applied, significantly increasing the grid voltage, the d-DERs? took approx-
imately five cycles to return to steady state operation, and the proportional current
sharing was not ceased during transition instants. Unlike the LVRT scenario, the tran-
sient behavior of the d-DERs?’ local controllers led to a reduction in current injection,
as the magnitude of their PoC voltages increased. Nonetheless, even with the dynam-
ics of the local controllers adding more complexity to the coordination of the inverters,
the GCBC strategy was again able to adequately ride through the voltage swell. Even
if saturation algorithms were incorporated into the local controllers of the DERs?, no
impact would occur on the overall coordinated operation, as the GCBC algorithm only
processes and controls average values of currents measured within the MG.

Overall, it has been shown that the GCBC strategy can be implemented for the man-
agement of LV MGs, even if voltages may suffer from abnormalities such as sags and
swells. The offered coordination of inverters is capable of adjusting their current in-
jections under LVRT and HVRT scenarios, maintaining current sharing effectiveness,
as well as rapidly adjusting to different operational conditions.

5.5 Proportional Current Sharing and its Consequences to
Voltage Quality

In this section, an interesting particularity related to the proportional current sharing
provided by the GCBC strategy is discussed, in terms of its impact on voltage qual-
ity. As previously explained in Section 4.4.2, the coordination devised by the GCBC
approach allows us to proportionally steer DERs, without requiring knowledge of line
impedance parameters. Thus, proportional current sharing is achieved independently
of DERs’ locations. In addition, steering only occurs based on MG objectives and on
the inverters’ ratings or capabilities (i.e., depending on the nature of the DERs and
their operational goals).

In parallel, an important matter of weak MGs is the fact that, regardless of whether
they are under islanded or interconnected mode, the operation of inverters and the ex-
istence of non-linear loads may significantly affect voltage quality [133, 161]. This is
even more critical for terminal nodes in radial MGs, as voltage drops over consecutive
line impedances may lead to: i) voltage rise [162] and ii) voltage distortions [82], de-
pending on the currents drawn by loads and on how DERs operate. Nonetheless, once
a homogeneous MG is considered, the balanced power demand from loads, as well as
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the uniform distribution of DERs throughout the grid, allow such negative impacts to
be minimized, if inverters are adequately coordinated.

Herein, experimental results are presented to demonstrate that, if DERs can be
coordinated to proportionally contribute to multiple current sharing purposes within
a homogeneous weak MG, voltage quality can be attained as an indirect outcome.
Hence, improvement in voltage quality is not only attained for the PCC, but also for
the internal MG nodes. Once again, the experiments take into consideration the main
single-phase prototype explained in Section 4.2.2, with all elements participating in
the MG operation. Consequently, all linear and non-linear loads were connected to the
MG, also having the two d-DERs? being coordinated by the GCBC strategy, as well
as considering nd-DER?

1 locally operating injecting active power.

Experimental results are provided in Fig. 5.4, in which the currents and voltages
of the three DERs?, and the PCC, are seen. An initial case is presented in Fig. 5.4(a)
to explicitly demonstrate the above-mentioned voltage issues occurring in weak MGs
comprising non-linear loads and distributed generation. For this case, nd-DER?

1 op-
erated injecting approximately 591 W, just as was performed during Fig. 4.20(e) in
Section 4.3.4.2, whereas the d-DERs? were disabled (i.e., not sharing any currents).

First, it can be noted in Fig. 5.4(a) that the PCC current was distorted, as the loads
were drawing harmonic currents. Even though a pure sinusoidal voltage was applied
to the grid emulator, due to the harmonic distortions existing in load currents, the PCC
voltage presented THDv of 2.46% (see Table 5.4). By reminding about the harmonic
components measured when only loads were connected to the MG (see Table 4.5), the
most significant non-fundamental components at the PCC current was the 3rd harmonic

Table 5.4: Amplitudes of voltage harmonic components, and THDv for the PCC and each
DER? in Fig. 5.4.

Voltage Amplitudes [Vpk] THDv [%]

h = 1 3 5 7 9

Fig. 5.4(a) - GCBC Off

PCC 171.39 4.04 0.6 0.75 0.13 2.46
d-DER?

1 165.53 4.34 1.8 0.29 1.05 3.06
d-DER?

2 167.82 9.25 3.25 0.64 1.5 5.92
nd-DER?

1 164.35 9.98 3.27 0.5 1.43 6.54

Fig. 5.4(b) - GCBC On

PCC 175.08 0.97 1.41 0.47 0.41 1.12
d-DER?

1 171.79 2.18 1.77 0.57 0.75 2.16
d-DER?

2 177.73 0.59 3.38 1.48 0.92 2.21
nd-DER?

1 171.81 2.47 2.17 1.51 1.07 2.53
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of MG voltages. From top to bottom (for (a) and (b)): (left figures) PCC voltage and cur-
rent, d-DER?

2 and d-DER?
1 currents; (right figures) nd-DER?

1 voltage and current; d-DER?
1 and

d-DER?
2 voltages.

order, being followed by the 5th order. Now, if one analyzes Table 5.4, it indicates that
the distortions found in the PCC voltage during Fig. 5.4(a) were exactly these two
components. Observe that the non-linearities in load currents led to a peak voltage
of 4.04 Vpk at the 3rd harmonic order. This can also be evidenced in the frequency
spectrum shown in Fig. 5.4(c), when the GCBC was disabled.

Even worse scenarios of non-sinusoidal voltages appear in the PoCs of the DERs?,
than for the PCC. Visually, one can already observe in Fig. 5.4(a) the distorted voltage
waveforms obtained for d-DER?

1, d-DER?
2, and nd-DER?

1. Moreover, as expected, d-
DER?

2 and nd-DER?
1 were the ones presenting the most distorted voltages, as they

were located at the terminal nodes of the MG and closer to the loads. The resulting
high THDv, being around 6% for d-DER?

2 and nd-DER?
1, was caused by the significant

voltage distortions at the 3rd and 5th orders (see Table 5.4), which were most significant
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in load currents as well. For instance, note that the voltages of d-DER?
2 and nd-DER?

1
reached 9.25 and 9.98 Vpk at the 3rd harmonic, respectively, being totally undesired
from the voltage quality perspective [27, 133].

An additional remark is also made in relation the current injected by nd-DER?
1,

since a sinusoidal waveform was not obtained in Fig. 5.4(a). Even though this in-
verter was controlled to inject only a low-distorted active current, voltage distortions
are known to commonly affect the current output of inverters with LCL filter, as har-
monics flow through their filter capacitor [163]. Thus, this experiment also showed
that non-idealities in voltages caused by load currents present a chain effect on the
overall robustness of the MG operation. The resulting THDi for nd-DER?

1 was 5.22%,
which might be considered inadequate [8], if ancillary services are not being deployed
by the inverter.

A contrasting experimental case is then presented in Fig. 5.4(b) to explain the
benefits of providing proportional power or current sharing in homogeneous MGs.
During this case, the GCBC strategy was enabled to coordinate d-DER?

1 and d-DER?
2

to share the loads’ reactive and selected (i.e., the 3rd and 5th orders) harmonic currents.
As the d-DERs? proportionally shared currents according to their nominal ratings, an
adequate proportional ratio of rdDERs? = 1.29 was obtained, and the PCC current
became low-distorted and in-phase with the PCC voltage. Table 5.4 shows that the
THDv at the PCC was reduced due to this operation, reaching 1.12%. Such steering
of the d-DERs? provided a reduction of approximately 75% in the 3rd harmonic dis-
tortion at the PCC voltage (see Table 5.4). Furthermore, Fig. 5.4(c) shows that the
harmonic spectrum became flatter when the GCBC was enabled, indicating minimiz-
ation of voltage harmonics.

Looking at the voltages for the other MG nodes in Fig. 5.4(b) (see right-side plots),
the benefits of performing proportional current sharing are apparent. The voltage
waveforms for all inverters became less distorted, as the burden of voltage harmon-
ics caused by the load currents was compensated under a distributed and proportional
perspective. This indirect voltage quality improvement can be observed when the MG
presents homogeneous characteristics, since the effort needed to mitigate propagated
voltage disturbances is roughly distributed throughout the MG.

Hence, the results show that the distributed current compensation determined by the
GCBC strategy allows each inverter to indirectly contribute to local voltage improve-
ment, resulting in roughly uniform voltage profiles, if the MG is homogeneous. A brief
theoretical contrast, for instance, can be pointed out in the use of the conventional
droop control, considering any generic homogeneous MG. As discussed in Section
4.4.2, droop control would inherently cause inverters to unproportionally share react-
ive and harmonic currents, as line impedances would have an effect on their actions.
Consequently, the amount of harmonic currents flowing from a certain inverter would
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likely be significantly higher than others, leading to non-uniform distributed compens-
ation of currents, which minimizes the obtained performance in indirect voltage quality
improvement.

Table 5.4 shows the numerical performance of the GCBC strategy. By achieving
distributed compensation of reactive currents, restoration of the fundamental voltage
components occurred, obtaining higher amplitudes at all MG nodes (i.e., becoming
closer to the nominal value, which was 179 Vpk). Moreover, by offering propor-
tional harmonic current sharing, the amplitudes of non-fundamental voltage compon-
ents (i.e., particularly for the 3rd order) were significant reduced. For instance, observe
that the 3rd harmonic order reduced to 0.59 and 2.47 Vpk for d-DER?

2 and nd-DER?
1,

respectively, being significantly lower than during Fig. 5.4(a). Yet, lower THDv was
also obtained at all nodes, as shown in Table 5.4.

A final side effect of the voltage quality improvement obtained in Fig. 5.4(b) is
noticed at the current of nd-DER?

1. Observe that such a current presented less distortion
than during Fig. 5.4(a). This occurred because the reduction in voltage distortion
at that PoC led to less harmonic current flowing through the capacitor of the LCL
filter of nd-DER?

1. Consequently, an improved performance of the current controller
used during the experiments was supported. Therefore, the previously obtained 5.22%
THDi was reduced to 3.23%, demonstrating that the multi-purpose control provided
by the GCBC strategy can even benefit inverters not being coordinated.

5.6 Stability Analysis for the GCBC Strategy
In general, coordination of DERs in MGs is deployed to improve system perform-

ance, such as by increasing energy exploitation, efficiency and by achieving control
flexibility. Nonetheless, when improper coordination of multiple inverters occurs in
a MG, their dynamic interactions may lead to undesired operational conditions [23],
especially with regard to small signal, transient and voltage stability [164, 165]. There-
fore, it is important to study how coordinated control strategies may impact MG sta-
bility, so robust operational boundaries can be identified for stable operation [166].
A closed-loop stability analysis is presented in this section, highlighting that the
communication-dependency of the GCBC does not negatively affect the overall op-
erationalities of the MG.

5.6.1 Closed-Loop Stability Analysis

From a control theory perspective, the GCBC strategy may be interpreted as a net-
worked control approach [167, 168], in which multiple inverters are seen as slave units
driven by a master controller (i.e, the MGCC). Additionally, focusing on the intercon-
nected operational aspect of the MG, the hierarchical control architecture presented in
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Section 3.4 determines that the primary control layer already allows DERs to comply
with grid codes. Consequently, stable local operation of each inverter can be con-
sidered as a premise of the GCBC strategy. Hence, stability can be sufficiently ana-
lyzed by considering the matter of time delays on the data exchange needed for the
control strategy.

Herein, a simplified analysis of the CBC strategy is presented with regard to closed-
loop system stability, being devised in relation to the concern of active current injec-
tion, similarly to what was found in [66] and [71]. Since the control strategy is only
based on average values, similar schemes could be derived for other current terms.
Besides, as the controlled current terms are decoupled and harmonic components are
never considered over the bandwidth of local controllers, they independently affect sta-
bility. Knowing that stability is assessed herein based on communication delays, the
results are analogous for fundamental and non-fundamental current terms. Therefore,
only the active current injection is herein analyzed, for the sake of simplicity.

The control scheme of the referred networked system is then derived in Fig. 5.5(a),
comprising the MGCC, the communication infrastructure, the local controllers of
DERs, as well as the power system. In such a scheme, communication interactions
occurring between the the MGCC and DERs are modeled by delays, being represen-
ted by a first order system, as in Eq. 5.1. Such time delays, described as TD, are
inherent to the GCBC strategy due to the transmission of data packets, and they should
be considered to account for phase margin deviations in the stability analysis. The
local controllers of DERs are modeled by first order low-pass filters, as in Eq. 5.2,
with a control bandwidth of ωc, which can be considered as ωc = 2 · π · 1200 rad/s.
It is worth mentioning that, since IGrid∗

h||m (i.e., MG power dispatchability reference)
comes from the tertiary layer and varies very slowly, it can be neglected on the overall
stability analysis, as well as in Fig. 5.5(a).

HTD
(s) =

1− s · TD
1 + s · TD

(5.1)

Hωc(s) =
ωc

s+ ωc
(5.2)

Now, it is reminded that the GCBC strategy is periodically processed at the MGCC,
under a frequency of fGCBC , which leads to a processing time of TGCBC . Con-
sequently, one can derive the closed-loop discrete control representation of the system,
based on the block diagram presented in Fig. 5.5(b), which is the discrete simplific-
ation of Fig. 5.5(a). By relating the MG total absorbed current (IL1||m(z)), and the
control reference (I∗1||m(z)), the transfer function given by Eq. 5.3 is obtained. In Fig.
5.5(b) and Eq. 5.3, z is defined as the discrete domain operator, and Hωc(z) is the
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Figure 5.5: Simplified control model of the GCBC strategy, considering communications,
used for stability analysis: (a) detailed model and (b) simplified block diagram of the GCBC
strategy in discrete domain.

discretized transfer function of the DERs’ local controllers.

I∗1||m(z) =
IL1||m(z)

z +Hωc(z) · TD(z) · [1− TD(z)]
(5.3)

The stability analysis of the GCBC strategy can then be performed in the discrete
domain by mapping the poles ("×") and zeros ("◦") of Eq. 5.3. In order to analyze
the behavior of system, let us consider a generic MG operating with a fundamental
frequency of 60 Hz. Thus, for simplicity, this is also set as the interruption frequency
of the GCBC strategy at the MGCC, leading to TGCBC = 1/60 s. In addition, different
time delays are considered, making TD vary from 1/600 s to 1/6 s during the analysis
of the response of the control the system. A time step of 1.66 ms is used for TD,
leading to the mapping of poles and zeros. This is performed to demonstrate how
different delays affect on the overall coordination provided by the GCBC approach.
The obtained results are shown in Fig. 5.6.

From basic control theory [169], a discrete system is defined to be stable if the
closed-loop poles lie within the unity circle in the z-plane. Hence, Fig. 5.6 shows that
for all conditions considered for TD, the poles were inside the expected region, indic-
ating that stability is achieved. Note that the poles also did not touch the boundary of
the unity circle (i.e., z = 1), which would mean that the system is critically stable. Con-
sidering that modern communication systems applied to the scenario of MGs present
maximum latency of around 100 ms [170] (i.e., being below the maximum TD tested),
the results from Fig. 5.6 demonstrate that the GCBC does not impair stability.
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It can also be observed in Fig. 5.6 that a specific pole of the system tends to move to
the right-half side of the z-plane. This is an indication that, as transmission times con-
sidered for the communication channels are slower, this pole becomes more dominant
[169]. In other words, this means that TD becomes more important for the stability
aspect. Such a condition is reasonable because, as TD increases, the GCBC strategy
takes longer to respond to transients, as it will be later discussed in Section 5.7.2.
Thus, the GCBC presents smaller stability margins under the implementation of slow
communication [167].

The dual condition, given by the adoption of fast transmission speeds, is also visu-
alized in Fig. 5.6 by the poles lying on the left-half plane, which represents neglecting
dominance. If transmission speeds are set to be higher than TGCBC , the MGCC has
the capability to interpret the MG status multiple times in a control cycle k, allowing
the possibility to promptly adjust the calculation of the scaling coefficients, if desired.
Nonetheless, for reasons of practical implementation, there is no need for such a fea-
ture, as the steady state performance of the GCBC strategy is not impacted by setting
data transmission faster than TGCBC .

A final comment is made with regard to the zeros of the system in Fig. 5.6. Al-
though zeros are known to not affect overall stability [169], by being outside the unity
circle, non-minimum phase features may be faced by the system, which, in theory,
may limit control bandwidth and decrease the phase margin. Nonetheless, since the

poles

zeros

zeros

TD = 1/600 s TD = 1/6 s

Figure 5.6: Pole and zero mapping, considering TD varying from 1/600 s to 1/6 s, for the
simplified stability analysis of the GCBC strategy.



150 Current-Based Coordination of DERs upon Adverse Scenarios

GCBC relies on an analysis of average quantities, also only controlling current terms
up to the bandwidth of the DERs, such limitations are minimized.

5.7 Considerations on Communication Matters
A critical aspect of DER coordination is the possible dependence on communica-

tion means, which may reduce MG reliability [171], as well as affect stability [172],
if data transmission links are not resilient [111]. Since communication is a bottleneck
of the GCBC strategy, faulty data transmission links and the occurrence of delays are
addressed in this section to show that they are not critical from a control standpoint.

5.7.1 Faulty Data Transmission Links

Communication-dependent control strategies, in general, present the inherent lim-
itation of requiring data transmissions links to be active to steer DERs. In addition, at
any moment, loss of communication may occur for a diverse variety of reasons, such
as caused by faults in data transmission channels [173]. Since the GCBC relies on a
networked control architecture, it is important to demonstrate how the occurrence of
failures in communications is handled without impairing stability. Thus, experimental
results demonstrate herein how the MG operates when one or multiple coordinated
inverters face loss of communication, making it impossible to exchange data with the
MGCC.

Experimental results consider the main single-phase MG prototype of Section
4.2.2, once again having all loads connected, and taking into account only d-DER?

1
and d-DER?

2. Both d-DERs? are coordinated by the GCBC strategy and communica-
tion failure is emulated by software. As a premise of operation, it is considered that,
if such inverters present active communication channels, they must participate in the
GCBC to share the active, reactive and harmonic load currents. Otherwise, when com-
munication links are under faulty conditions, the inverter must only operate according
to its local goals. Consequently, for the following results, to facilitate understanding,
it is considered that d-DERs? do not inject any currents when being locally controlled.
A communication speed of 16.66 ms is also emulated in the experiments, allowing the
MGCC to start a new control cycle "k" at the beginning of each cycle of the 60 Hz
fundamental grid voltage.

Six scenarios are then shown in Fig. 5.7 to demonstrate how the system performs
when faults occur at the communication channels of any of the d-DERs?, and how the
algorithm proceeds when such links are re-established. Moreover, a case representing
the MGCC’s communication link under fault is also evaluated. The overall operation
of the MG during the aforementioned cases is presented in Fig. 5.7(a). From this result
one can note that the d-DERs? present a different status for their communication links
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Figure 5.7: Experimental results of the GCBC under faulty communication links. (a) Over-
all operation considering the six emulated cases; (b) Transition between Stages #1 and #2:
GCBC starting; (c) Transition between Stages #2 and #3: communication fault at d-DER?

1; (d)
Transition between Stages #3 and #4: communication re-established at d-DER?

1; (e) Transition
between Stages #4 and #5: communication fault at MGCC; (f) Transition between Stages #5
and #6: communication re-established at MGCC.

at each stage, being each stage further explained based on Figs. 5.7(b) to 5.7(f).

In Stage #1, the locally ruled operation of the DERs? is demonstrated, imposing
that communication links are disabled and both inverters are following null current
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references. The zoom-in-view of this case is seen in Fig. 5.7(b). At a second instant
during this result, the communication links of both DERs? are concomitantly activ-
ated, allowing the MGCC to obtain data from the participating inverters and proceed
with the calculations required by the GCBC strategy. Once scaling coefficients are
processed and broadcasted to the DERs?, they start sharing the load currents, similarly
to that demonstrated in Chapter 4.

Even before the MG reaches steady state operation in Stage #2, a sudden fault
is emulated in the communication channel of d-DER?

1. Consequently, at an arbitrary
moment, this inverter is no longer able to communicate with the MGCC. As this failure
is usually locally identified by an inverter [173], d-DER?

1 was able to promptly set its
primary layer control goal to rule its operation. Thus, this action caused d-DER?

1 to
follow a null current reference, as observed in Fig. 5.7(c) during the transition from
Stage #2 to Stage #3.

On the other hand, even though d-DER?
1 was not able to exchange data with the

MGCC during Stage #3, d-DER?
2 was not affected by the fault, allowing it to keep

operating according to the desired MG goal (see Fig. 5.7(c)). However, since the
MG’s total capability changed by the failure at d-DER?

1, the GCBC had to adjust the
scaling coefficients broadcast to d-DER?

2. This occurred because the MG’s capability
(i.e,
√

∆I) was not the same as that during Stage #2, when d-DER?
1 was participating

in the coordination.

As a result, d-DER?
2 had to individually supply the currents drawn by the loads

to maintain the coordination goal. Of course, if the nominal capability of d-DER?
2

was reached, the saturation schemes of the strategy would guarantee safe operation,
as discussed in Section 5.2. Yet, note that the abrupt disconnection of d-DER?

1 did
not make the GCBC affect the MG overall operation. Fig. 5.7(c) clearly shows that no
disturbances were caused at the PCC voltage and current, nor at d-DER?

2’s current. The
plug-and-play feature of the strategy allowed enduring failure in communications, as
participation or removal of inverters are interpreted by the MGCC only at the beginning
of each new control cycle "k".

Another case can be found in Stage #4, demonstrating how the MG management
based on the GCBC strategy would behave when faulty communication links are re-
established. This condition is emulated by allowing d-DER?

1 to suddenly activate its
communication channel, allowing it to again exchange data with the MGCC. As noted
in Fig. 5.7(d), the re-establishment of d-DER?

1’s communication link occurred at an
arbitrarily instant, which caused this inverter to tardily adjust its current injection. This
occurred because the participation on the GCBC strategy is only granted once a new
control cycle "k+1" starts. Thus, note that both DERs? returned to provide active
current sharing, after a new periodic interruption of the GCBC occurred.
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Now, the next case (i.e., Stage #5) shows how the MG operates when the MGCC
faces failure in its communication links. The experimental result in Fig. 5.7(e) demon-
strates that, as loss of communication was sensed by the d-DERs?, they immediately
disregarded the scaling coefficients that were coming from the secondary layer. Hence,
operation occurred only based on their local goals, as both d-DERs? processed null
currents after the failure. Although inverters could keep operating based on the scaling
coefficients attained from the last control cycle, to achieve stronger operational reli-
ability for the MG, they do not do so. This is to cope with the dynamic changes of
the MG, as loads and other inverters could connect or disconnected during the faulty
condition. Consequently, this new operational state would require the coordination of
DERs? to be readjusted, which is not possible due to the unavailable communication
means.

Of course, for practical implementations in real-life applications, a waiting time is
usually considered to allow more realistic, and less intermittent, interactions among
communication interfaces [173]. Thus, according to communication requirements
[114], instead of abruptly disregarding the secondary layer, DERs? may maintain their
operations for a few milliseconds to seconds, until communication links were indeed
considered to be faulty. Such a feature can easily be embedded into the local manage-
ment of inverters comprising communication interface [8].

The last experiment depicted in Stage #6 demonstrates what happens when the
communication capability of the MGCC is re-established, after the failure in Stage #5.
From the result shown in Fig. 5.7(f), one can note that communication with DERs?

became active after a control cycle was initiated by the MGCC. Consequently, simil-
arly to Stage #4, the inverters were not immediately coordinated by the GCBC strategy
and remained processing null currents. Their integrated operation only occurred after
a new control cycle was initiated, allowing the MGCC to re-calculate the MG capabil-
ities and set the proper scaling coefficients to achieve the intended operational goal.

5.7.2 Data Packet Delays

The impact of data transmission issues relating to packet delays will now be as-
sessed. Also in this case, the considered study shows that the GCBC can maintain
a stable operation. For the following discussions, for the sake of simplicity, compu-
tational simulations are carried out based on the simplified MG circuit presented in
Section 4.4.2.1 and in Fig. 4.24. The same simulation parameters adopted during the
comparative study of the GCBC strategy against droop control are herein used, con-
sidering that the two inverters (i.e., INV1 and INV2) are sharing the active, reactive
and selected harmonic load currents.

Again, the GCBC is emulated with data transmission links supporting the initial-
ization of control cycles at a periodic rate (i.e., TGCBC) of 16.66 ms. It is remarked
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that delays are emulated during simulations by counters that hold the data packets by
a desired time, until they are released to the local control of DERs. To demonstrate
the dynamics of the GCBC operating under different scenarios of data packet delays,
a load step is emulated during simulations by switching off the linear load (ZL1) (see
Fig. 4.24). The second linear load (i.e., ZL2) is considered to be disconnected at all
moments.

When a new GCBC control window starts to process data coming from DERs,
the following four conditions related to packet delays are likely to occur: i) delayed
data from the MGCC to DERs (broadcast is halted); ii) delayed data from a DER to
the MGCC; iii) DERs receiving data with different delays from the MGCC within the
same control cycle (i.e., normal operation); and iv) DERs receiving data with excessive
delays from the MGCC at different control cycles (i.e., unusual operation).

The first two conditions have been previously addressed indirectly in this thesis.
For instance, the case of i) can be interpreted as the result in Fig. 5.7(f), in which
the control packets from the MGCC are not immediately sent to inverters, after its
faulty communication link is re-established. If the control packets are delayed by a
time "D" to be released from the MGCC, DERs will respond slower by at least this
same amount of time "D". Thus, such a case does not imply abnormal operational
conditions, beyond affecting the settling time of the GCBC strategy.

The second delay condition (i.e, ii)) has also been indirectly shown in Fig. 5.7(c),
between Stages #2 and #3. From a delay perspective, the result in Fig. 5.7(c) can also
be interpreted as a case in which an inverter holds its data packet after the MGCC’s
requisition. If any DER has its communication link active but its data packet delays to
arrive at the MGCC, when a control cycle is initiated, it cannot be considered in the
coordination strategy. Hence, at a given control cycle "k", the GCBC only considers
a DER as an active participant if its requested data packet arrives on time to proceed
with calculations.

The remaining cases, (i.e., iii) and iv)) will now be addressed. This first case
demonstrates the operation of the GCBC strategy when DERs take different times
to receive and process the control packets broadcast by the MGCC (e.g., DERs are
spread over the MG, presenting different distances to the MGCC). The second case
considers the unusual scenario related to the possibility of having excessive delays,
which are slower than the period of a given control window. During both cases, the
delay characterizing the time to receive control packets broadcast by the MGCC are
called D1 and D2, respectively for INV1 and INV2.

The case of iii) can then be depicted in Fig. 5.8(a), with current and voltage wave-
forms seen in Fig. 5.8(b). Note that the two coordinated inverters present an initial
stage (i.e., during cycle "k = 1") when the sharing of the load currents occurs accord-
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Figure 5.8: Simulation result of the MG operation considering time delays during Scenario 1:
constant delays in data packets. From top to bottom: (a) Control windows and time taken for
INV2 and INV1 to receive data packets from the MGCC; (b) PCC voltage and current, INV2
and INV1 currents.

ing to the ideal conditions of data packet transmission. However, at a given instant
during "k = 1", a load step is applied to the MG by switching off the load ZL1. From
that instant onwards, different transmission times are considered for data packets to
leave the MGCC and arrive at INV1 and INV2.

As the load step occurred during an ongoing control cycle, it is expected for the
GCBC algorithm to adjust the calculation of the scaling coefficients at the next win-
dow. Thus, the next control cycle should begin intending to gather data from the
inverters, as shown by the dashed pink bars in Fig. 5.8(a) (i.e., between "k = 1" and "k
= 2"). During the initiation of this new control window, the MGCC saved a timestamp
respective for "k = 2", and received from the inverters the expected information about
their local quantities (see blue dashed bars in Fig. 5.8(a)). It is worth mentioning that
timestamps are common within the structure of data packets, particularly for certain
communication protocols [174] adopted by smart inverters [8]. In possession of all
required data for the GCBC algorithm, calculations are performed at the MGCC, and
the scaling coefficients can be broadcast to the inverters, which now occurs considering
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constant delays given by D1 and D2 (see green bars in Fig. 5.8(a)).

Based on D1, note Fig. 5.8(b) that INV2 took approximately 1/4 of a fundamental
cycle to respond to the new scaling coefficients. On the other hand, INV1 presented
a delay of approximately 3/4 (i.e., D1) to receive such a packet respective to control
cycle "k = 2", so its local current references could be updated. Observe that INV1 and
INV2 did not present any overcurrents nor instabilities by receiving data packets at
different instants. Yet, proportional sharing was maintained regardless of delays. This
scenario of having delayed data packets arriving at inverters occurred for the sequential
control windows, as can be visualized by the green bars in Fig. 5.8(a).

Even though constant delays were recurrent, data packets were always received
during their respective control windows. Therefore, such longer times to receive data
packets (i.e., D1 and D2) did not have any effect on the overall capability of the GCBC
to coordinate inverters. One can observe in Fig. 5.8(b) that, after the load step oc-
curred, the MG operation rapidly converged to steady state operation, similarly to the
simulation and experimental results so far discussed within this thesis.

Now, the following discussions are made with regard to the last scenario considered
in this section (i.e., case iv). For several reasons [173], data transmission in MGs
may face uncertain delays [111], which may cause D1 and/or D2 to present random
features. Hence, this second scenario depicts a case in which the data packets of given
control cycles delay excessively, being only received after the end of their respective
control windows. Discussions are conducted based on the simulation results shown in
Fig. 5.9, considering the same initial state of the previous scenario shown in Fig. 5.8.
Additionally, the same load step is applied to the MG during the control cycle "k = 1".

The pattern of the data transfer from the MGCC to the inverters is seen in Fig.
5.9(a), in which it is observed that INV1 still operated as in Scenario 1, with D1 equal
to approximately 1/4 of the period of a fundamental voltage cycle. INV2, however,
presented random delays during the control windows "k = 2" and "k = 4" (see red
and green bars). At the beginning of "k = 2", the MGCC polled information from the
the participating inverters, and broadcast the control data packet. It can be seen from
Figs. 5.9(a) and 5.9(b) that INV2 operated similarly to during the previous scenario of
Fig. 5.8(b). Nevertheless, the data packet received by INV1 during "k = 2" delayed
excessively by a time of D’

1, arriving only after a new control cycle started on "k = 3".

Two statements need to be made at this point. The first is a reminder that each con-
trol packet sent by the MGCC presents a header with a timestamp [174]. The second
relates to the fact that all inverters know which is the current control cycle, based
on previous communications established with the MGCC, and on the processing time
set for the GCBC strategy (i.e., TGCBC). Consequently, the excessively delayed data
packet read by INV1 during "k = 3" must not be used. Observe in Fig. 5.9(b) that
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Figure 5.9: Simulation result of the MG operation considering time delays during Scenario 2:
excessive delays in data packets. From top to bottom: (a) Control windows and time taken for
INV2 and INV1 to receive data packets from the MGCC; (b) PCC voltage and current, INV2
and INV1 currents.

this inverter did not update its current injection, as the data packet presented an incon-
sistent timestamp. Since its communication channel was still active and data packets
were received, even though delays occurred, INV1 maintained its current injection un-
changed. This is done to avoid intermittency in appropriate current sharing. However,
for the case in which excessive delays occur repetitively for prolonged time periods,
INV1 must automatically disregard inputs coming from the secondary layer and oper-
ate based on local goals.

Observing cycles "k = 3" and "k = 4" in Fig. 5.9(a), it is seen that the control packet
respective to "k = 3" was delayed by D”

1. Consequently, it could not be used by INV1
again, even though INV2 kept updating its current injection regardless of a small delay
(see Fig. 5.9(b)). Then, once control window "k = 4" started, the issue causing delays
in the communication of INV1 was solved, and another control packet arrived after a
delay D1. Since the control packet related to D1 presented the right timestamp, it is the
only one used, allowing INV1 to promptly respond, as seen in Fig. 5.9(b). Lastly, one
can also note that data packet dropouts [114] can be treated similarly to excessively
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delayed packets, as inverters only update their current references once non-corrupted
packets are read at the right control windows.

Finally, it can be concluded that, if data packet delays occur, the GCBC strategy
is robust to endure such inconsistencies. Consequently, no impairment occurs at the
local operation of primary controllers, and neither is system stability jeopardized. It
is also worth noting that the above-mentioned results adopted a short timescale, being
of around some fundamental cycles, to simplify understanding. Of course, in practical
applications the communication between MGCC and inverters is usually slower, due
to the latency of communication interfaces and protocols [114]. However, under such
a scenario, delays could be simply seen as a time constants added to D1 and D2, not
affecting the overall analysis discussed.

5.8 Brief Discussion of Power Coupling
The features of line impedances play a vital role in the deployment of coordin-

ated control strategies in any MG [171]. Depending on how inductive, capacitive or
resistive line impedances are, power sharing accuracy can be deteriorated [175], as
previously demonstrated for the conventional droop control method in Section 4.4.2.
Particularly for MGs comprising predominant inductive line impedances, an additional
complication is the coupling existing between the active and reactive powers [176],
which does not allow either of these two to be independently regulated without af-
fecting the other. Such a limitation also occurs while controlling non-fundamental
currents, being even more challenging, due to the fact that coupling becomes more
critical as harmonic order increases [21]. Consequently, power coupling should be
avoided as it may lead MGs to instability [155].

In order to tackle power coupling, several methods have been proposed in the liter-
ature, mostly taking advantage of virtual impedance loops to achieve decoupled control
while offering power sharing [155, 175, 176]. In regard to the GCBC strategy, power
coupling is also a concern since coordination of inverters is based on the decomposi-
tion of in-phase and quadrature current terms, which are synchronized with the local
voltages. For instance, when a j-th participating DER decomposes IDERj

h||m and IDERj

h⊥m

during the initial steps of the GCBC approach, this procedure occurs synchronized to
the voltages of that PoC. Consequently, if the line impedances present sufficient re-
actance to cause significant phase shifts among voltages (i.e., relating to the PCC and
all other PoCs), power coupling will occur. Further comments on that concern can
be made by expanding the local current reference of a DER, iDERj∗

m (t), which was
previously described by Eq. 3.21 in Section 3.5.2.

This time-domain current can be re-written as given by Eq. 5.4, in which xDERj
h||m
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and xDERj
h⊥m

are substituted by cosine and sine functions, respectively. Such trigono-
metric functions now consider an additional term relating to the phase (i.e., "h.θs") of
the current signals, which is calculated with respect to the PCC voltage. Thus, if a MG
presents line impedances with the X/R ratio high enough, to the point of invalidating
the assumption of negligible inductance [11], θs will be the factor representing the
consequent phase deviations, and leading to power/current coupling. In other words,
θs 6= 0 makes a constant value of Ih||m and Ih⊥m to be quantified differently across
the MG. Hence, inherently resulting in non-accurate coordination of inverters.

iDERj∗
m (t) =

H∑
h=1,3,5,...

{(αh||m ·
√

∆IDERj
m ) · cos(h.ωo.t+ h.θs)

+ (αh⊥m ·
√

∆IDERj
m ) · sin(h.ωo.t+ h.θs)}

(5.4)

Moreover, one can notice from Eq. 5.4 that such a voltage phase shift in relation
to the PCC represents an error term, which increases proportionally to the harmonic
order "h". Consequently, the system damping ratio decreases as θs and h increase,
which may cause resonances in the vicinity of the system natural frequency [177]. As
a result, h.θs needs to be taken into account while steering parallel DERs.

Nevertheless, if voltage phase shifts are indeed a concern in the MG, they could
be overcome by employing low-cost synchrophasor measurement units in the con-
sidered network [178], or even GPS-based implementations [179] could be extended
to the GCBC strategy. Such two alternative examples would allow us to determine the
phase deviation between each participating DER and the PCC with significant preci-
sion [180]. Consequently, inverters would be able to correct their current references
to achieve decoupled in-phase and quadrature current sharing for fundamental and
harmonic terms. Hence, by injecting currents with negligible angle deviations with
respect to the PCC voltage, inverters would guarantee adequate damping and stabil-
ity. Finally, it is worth reinforcing that the LV MG scenario considered within this
thesis presents low X/R ratio, leading to the fact that voltage phase shifts are typically
negligible, and power coupling turns out to not be an important matter.

To emphasize the discussions within this section, and to bring a practical demon-
stration about such a possible power coupling concern, some brief experimental results
are presented as follows.

5.8.1 Experimental Results for the Power Coupling Aspect

In order to verify the implications related to power coupling while implementing
the GCBC strategy, a new three-phase MG setup is introduced for the experiments,
being shown in Fig. 5.10(a). Such a MG is part of the infrastructure of the National
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Smart Grid Laboratory [181] managed by NTNU and SINTEF, and the following res-
ults consider the use of three DERs†, also relying on an OPAL-RT real-time simulator
that operates as the MGCC. This type of simulator would allow us to perform experi-
ments based on power hardware-in-the-loop (PHIL), adjusting the operation of DERs†

based on data exchange through optical fiber communication links. As the simulator
plays the role of the MGCC, the GCBC strategy runs inside it. Herein the superscript
"†" will be used to refer to this new experimental setup.

The first of the three DERs† (i.e., DER
†
1) is a 200 kVA converter from EGSTON, op-

erating as a controlled voltage source that forms the grid, imposing the voltage and fre-
quency references for the MG. Since DER

†
1 acts in this way, under the GCBC strategy,

it can be understood as the upstream grid connected to the MG PCC, or as an utility
interactive converter. The other two existing 60 kVA DERs†, namely DER

†
2 and DER

†
3,

were built by SINTEF Energy Research, being set up to operate as current-controlled
inverters during experiments. Both inverters present LCL filters, with additional delta-
wye transformers at their outputs for obligatory isolation purposes, given that their
DC links are fed by a common bidirectional DC bus existing at the laboratory. Line
impedances are formed by common commercial LV overhead cables [96].

As noted from Fig. 5.10(a), loads were emulated by DER
†
3, which operated drawing

any desired current components. On the other hand, DER
†
2 was configured to operate

ruled by the GCBC strategy, providing control over the targeted load currents com-
puted at the MGCC. The DERs†’ current controllers used classic PI regulators devised
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Figure 5.10: PHIL experimental setup used for Section 5.8. (a) Three-phase MG setup; and
(b) Instantaneous voltages for all three DERs†.
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in the dq frame, being locally embedded to their control boards. During experiments,
the MG fundamental peak voltage was set to 230 Vpk at 50 Hz. Yet, switching and
sampling frequencies of 10 kHz were adopted for the inverters, which also had their
DC link buses fed with 700 VDC.

A preliminary experimental result is demonstrated in Fig. 5.10(b) to highlight the
voltage phase shift existing between the different nodes of the MG. Such a result
considered DER

†
2 and DER

†
3 controlling null currents. It is visually evident in Fig.

5.10(b) that the voltages of DER
†
2 and DER

†
3 were significantly shifted in relation to

the grid voltage (i.e., DER
†
1’s voltage). More specifically, DER

†
2’s voltage was lead-

ing by 25.19o, while DER
†
3’s voltage was lagging by 37.79o. These phase deviations

were mainly caused by the transformers placed at the output of the inverters, as the
voltage drops over line impedances were small. Therefore, Fig. 5.10(b) presents a
clear indication that θs 6= 0 for the MG.

Then, the power coupling issue can be visualized by the results shown in Fig. 5.11.
For this experiment, the GCBC was implemented to exchange data with the DER

†
2

once in a fundamental cycle (i.e., each 20 ms). Additionally, DER
†
3 was configured

to draw 20 Apk of per-phase currents (i.e., I1⊥m), operating as an inductive load. The
GCBC strategy was configured to steer only DER

†
2, aiming at supplying the demand of

reactive currents initially provided by DER
†
1 (i.e., offering of reactive current control).

It is highlighted that only one inverter was considered to be controlled by the GCBC,
so a simplified demonstration of the power coupling could be presented. Two intervals
were emulated in Fig. 5.11, in which the first shows the GCBC disabled, and the
second demonstrates the MG operating when DER

†
2 was controlled to compensate for

the reactive currents.

In Fig. 5.11(a) the grid voltages and currents, as well as the currents injected by
DER

†
2 and the ones consumed by DER

†
3, are presented. During the first interval, the

three-phase reactive power provided by DER
†
1 to supply the load was 8,874.00 VAR.

Note that the load currents remained constant during both intervals. Moreover, a small
amount of 457.50 W of active power was also measured at DER

†
1 during Interval I

(see power plot in Fig. 5.11(b)). Yet, a slight unbalance feature appeared in the grid
currents, mainly due to mismatches in the transformers’ inductances.

Now, at the second interval, the GCBC was initiated and DER
†
2 was controlled to

provide the load reactive currents according to the GCBC strategy. It is noticed from
the waveforms in Fig. 5.11(a) that DER

†
2 provided balanced and low-distorted cur-

rents, causing the grid currents to significantly reduce their amplitudes. Nonetheless,
from Fig. 5.11(b) the coupling between the active and reactive powers, referred to
during this section, becomes evident. One can observe the increasing behavior for the
active power, even though the reactive power was practically fully provided by DER

†
2,

resulting in only -23.82 VAR being measured for DER
†
1. The active power practically
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Figure 5.11: PHIL experimental results for the GCBC strategy compensating reactive currents.
From top to bottom: (a) Grid (i.e., DER†

1) voltages and currents, DER†
2 currents, and DER†

3
currents; (b) Active and reactive power seen at DER†

1; and (c) Grid RMS voltages.

doubled, reaching a value of 900.90 W.

Such an increase in the P power was a direct consequence of the coupling existing
between I1||m and I1⊥m , which was caused by the voltage phase shift existing for this
MG. As the load reactive current was supplied by the DER

†
2, even though such an

inverter only injected IDER2
1⊥m

, a different behavior was seen from DER
†
1’s perspective,

causing IDER1

1||m to increase. Lastly, the RMS voltages measured for the PoCs of all
DERs during both intervals are presented in Fig. 5.11(c). This result demonstrates
that the operation of DER

†
2 and DER

†
3 did not affect voltage profiles, as they remained

practically constant during experiments. This also reaffirms the fact that the increased
active power measured at the PCC during Interval II was caused by coupled currents.
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5.9 Chapter Conclusions
This chapter presented discussions related to how the GCBC strategy steers invert-

ers when non-ideal scenarios occur in a LV MG. For instance, experimental results
demonstrated that the coordination of DERs is achieved even if they present limited
power ratings. Hence, the control approach allowed the possibility to exploit max-
imum usage of DERs to provide power control and power quality improvement, re-
specting their nominal capabilities at all times. Non-idealities in voltages, such as non-
sinusoidal waveforms and voltage fluctuations, were also taken into account, showing
that DERs can offer multiple control functionalities and present stable operation under
such conditions. Moreover, since the strategy provides accurate proportional current
sharing, it was shown that DERs can distributedly compensate reactive and harmonic
currents, improving voltage quality in homogeneous LV MGs.

As the GCBC strategy is structured based on a hierarchical architecture and can be
interpreted as a networked control system, a simplified analysis of the poles and zeros
of the system was presented, showing that stability is not a concern, even if slow com-
munication is adopted. Studies of the behavior of the GCBC strategy steering DERs
under faults in data transmission channels, as well as under delays in data packets,
were also performed. Thus, it was demonstrated that such non-ideal communication
conditions are not critical for the overall MG operational goals and stability. Finally,
discussions based on theoretical and experimental studies highlighted that power coup-
ling can occur when independent control over fundamental and harmonic currents are
intended in MGs with high X/R ratios.

Overall, the results presented in this chapter support the idea that, under the scen-
ario of homogeneous LV MGs with low X/R ratios, the GCBC strategy can flexibly
steer DERs to strive for multiple purposes, even if adverse conditions occur.
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Chapter 6

Advanced Control Functionalities for
Enhanced Microgrid Operation

6.1 Introduction
Beyond the fact that a LV MG presents dynamic behavior due to interactions oc-

curring among its internal power apparatuses, the interconnection to an upstream dis-
tribution grid also brings additional challenges. For instance, non-ideal voltage and
current waveforms (e.g., comprising non-linearities and/or asymmetries) may lead to
low power factor and malfunctioning of electric equipment [27]. Moreover, as another
example, high penetration of DERs in interconnected MGs also causes challenging
conditions related to the maintenance of steady voltage profiles [75], as decentralized
active power generation is usually tied to voltage rise.

This chapter aims at demonstrating that, if a flexible and multi-purpose coordin-
ation of inverters is devised, advanced control functionalities can be offered. Con-
sequently, an enhanced management of MGs and more effective support to the up-
stream grid can be achieved, particularly when cumbersome operational scenarios are
faced. Herein, four main operational scenarios are taken into consideration to highlight
advanced MG functionalities [122, 182], being described as follows:

• Resistive shaping of a LV MG: non-linearities in voltages are fairly common in
LV systems, and the DERs existing in interconnected MGs need to be properly
managed to support robust operation [183]. As a result, Section 6.2 discusses
a control approach to shape the MG as a variable resistor, achieving higher en-
ergy efficiency towards the upstream grid, as well as providing support to damp
harmonic resonances;

• Voltage regulation: the intermittent and always increasing presence of distrib-
uted generation in MGs bring challenges to the maintenance of steady and com-
pliant voltage profiles. Thus, Section 6.3 demonstrates that, if overvoltage con-
ditions occur internally at the MG, the coordination of the DERs based on the
GCBC strategy can provide voltage regulation while concomitantly exploiting
as much as possible the active power generation from nd-DERs;

165
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• Compensation of unbalanced currents: as loads may be arbitrarily connected to
poly-phase circuits, MGs may operate with unbalanced currents. As a result,
power imbalance often occurs, affecting DSTs’ lifespan and bringing additional
power quality issues [184]. As a countermeasure, a control scheme based on
the GCBC strategy and on the Conservative Power Theory is presented in Sec-
tion 6.4, aiming at coordinating DERs to achieve distributed compensation of
unbalanced currents;

• Optimal MG operation: some comments are provided in Section 6.5 to shed
light on how the GCBC strategy can also be incorporated into the optimal man-
agement of LV MGs.

As a final consideration, it is highlighted that the control functionalities presented
herein can also be interpreted as advanced energy services under a transactive control
perspective. Consequently, the outlook of energy services and provision of ancillary
functionalities are extended, as mentioned in Chapter 2.

6.2 Resistive Shaping of Microgrids under Distorted
Voltages

Distorted voltages and currents are an important issue in LV power systems, since
they lead to low energy efficiency and deterioration of power quality [185]. Such
non-linearities are caused by the increasing presence of nonlinear loads and can be
propagated throughout the distribution systems [28]. Moreover, even small voltage
distortions may trigger resonances [157] and lead the power system to instability [186].
In particular, this is an inherent concern of weak power systems, such as LV MGs
operating interconnected to an upstream grid.

Since MGs operate interconnected most of the time, unless active compensators are
placed at their PCC [187], the existing DERs need to be properly coordinated to oper-
ate under distorted voltages. Otherwise, reliable operation of DERs is not ensured, and
adequate management of the MG as a single-controllable entity is not achieved. Thus,
the development of strategies to steer DERs in MGs under distorted voltage conditions
is important, being noticeably present in the [28, 107, 183, 188]. Nevertheless, most
of the methods found in literature present particularities such as: the consideration of
DERs only in islanded MGs [28, 107, 188], sensibility to changes in grid parameters
[183], or they do not consider the occurrence of harmonic resonances [148]. Hence,
the operation of MGs interconnected to an upstream grid that suffers from voltage
distortions is not commonly discussed in the literature.

Concurrently, it has been demonstrated in [19] and [157] that, for the purpose of
local applications, harmonic compensation based on the concept of resistive load syn-
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thesis (RLS) shows more resonance damping capability than sinusoidal current syn-
thesis (SCS). Besides, RLS-based compensation supports the damping of harmonic
propagation throughout distribution grids [82]. Such an RLS principle consists of tar-
geting mitigation of the current harmonics non-proportional to voltages. Thus, the
current waveforms resemble the voltage waveforms independently of distortion and/or
unbalance (i.e., resistive behavior). On the other hand, SCS-based harmonic com-
pensation results in sinusoidal currents regardless of voltage waveforms. Additionally,
another direct consequence of these two approaches is that, based on definitions from
modern power theories [45, 189, 190], unity power factor (PF) is only obtained when
currents are in-phase to voltages and present proportional waveforms (i.e., PF is the
ratio between of active power and the absolute value of complex power). Thus, under
distorted voltages, unity PF is only achieved by RLS approaches.

In summary, this section presents an advanced control functionality to coordinate
DERs in a LV MG, allowing the possibility to operate it as a single-controllable en-
tity that behaves like a variable resistor. Consequently, the MG PCC can operate with
high PF when the upstream grid imposes distorted voltages. Additionally, upon the
existence of resonant components, the strategy supports harmonic resonance damping,
which minimizes the deterioration of voltage quality. The results discussed in this sec-
tion also demonstrate that such a complementary functionality: i) dampens resonances
with more effectiveness than strategies that synthesize sinusoidal currents; and that
ii) the approach also supports active current sharing among DERs, which allows the
MG to operate under full self-consumption mode [44], lessening the burden of power
dispatch of the upstream grid, if desired.

6.2.1 RLS-Based Coordinated Control

As demonstrated in Section 5.3, the GCBC strategy inherently presents the capab-
ility to provide distributed harmonic compensation following an SCS approach (i.e.,
harmonic compensation leads to PCC currents resembling sinusoidal waveforms, even
under distorted voltages). This occurs because the calculation of scaling coefficients
takes into account reference currents based on the grid variables IGrid

h||m and IGrid
h⊥m

,
which comprise all non-fundamental current components.

Nonetheless, in order to achieve a RLS-based coordination of DERs, the GCBC
strategy explained in Chapter 3 can easily be modified by further exploiting IGrid

h||m and
IGrid
h⊥m

. Looking into power theory definitions, from the calculation of Fryze’s active
power (PFryze) [191], it is understandable that a given time domain current can be
decomposed into an active current term, as well as in a non-active term. Thus, for the
GCBC strategy, when the MGCC performs the local evaluation of electrical quantities
flowing through the MG PCC, the grid instantaneous current, iGrid

m , can be split into
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an active term (iGrid
am ), as well as in a non-active term (iGrid

nam ), as given by Eq. 6.1.

iGrid
m = iGrid

am + iGrid
nam (6.1)

The term iGrid
am comprises all current components responsible for conveying active

power to loads. Consequently, if the term iGrid
nam is compensated, only active power will

circulate at that targeted circuit branch, which is the PCC for this case. Based on this
concept, Eq. 6.1 can be re-written as Eq. 6.2 to obtain such a current reference for
compensation, where V Grid

col is the collective1 voltage for applications in three-phase
systems.

iGrid
nam = iGrid

m − iGrid
am = iGrid

m − PFryze

(V Grid
col )2

· vGrid
m (6.2)

Given iGrid
nam , the calculations required for the GCBC strategy can proceed just as

presented in Chapter 3. Therefore, to achieve RLS-based coordination of DERs, it is
sufficient for them to share the non-active currents measured at the PCC. To do that,
iGrid
nam has its peak values decomposed to become the reactive current term (IGrid

1⊥m
) and

the targeted harmonic terms (IGrid
h||m and IGrid

h⊥m
, for h > 1). Note that, by performing

such an RLS decomposition, IGrid
h||m and IGrid

h⊥m
only comprise the current harmonics

non-proportional to voltage harmonics. As a consequence, if they are suppressed, the
PCC current will follow a resistive behavior, only presenting harmonics if distortions
exist in the grid voltage. This functionality allows the MG to be shaped as a variable
resistor, as seen from the upstream grid perspective, giving support to higher energy
efficiency and damping of harmonic resonances, as later discussed in Sections 6.2.2
and 6.2.3.

In Fig. 6.1 a scheme summarizes how the RLS-based coordination provided by the
GCBC strategy is achieved. Note that the required decomposition of the Fryze’s active
current only occurs at the MGCC, avoiding additional calculations locally at each in-
verter. Yet, an additional aspect relates to the variable γRLS , which is responsible for
enabling the RLS functionality. By setting γRLS = 1, the distributed compensation of
harmonic currents is carried out following a RLS approach.

On the other hand, if γRLS = 0, the classic formulation of the GCBC (i.e., presen-
ted in Chapter 3) is performed, leading to a SCS-based functionality. The setting of the
γRLS variable is usually regulated at the tertiary control layer, being controlled by the
MG manager or by an external agent such as the DSO. Finally, it is highlighted that,
if the MG goal is to achieve full self-consumption mode (i.e., sharing of fundamental
currents, and harmonic terms both proportional and non-proportional to voltages), the
proposed RLS-based can simply be neglected.

1The grid collective voltage [132] is given by V Grid
col =

√
(V Grid

RMSa
)2 + (V Grid

RMSb
)2 + (V Grid

RMSc
)2

(i.e., as for to the collective current shown in Section 4.3.1.1).
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Figure 6.1: Scheme of the GCBC strategy for RLS- or SCS-based coordination of DERs.

6.2.2 High Power Factor Microgrid Operation

Let us consider a scenario for the simulation results, in which the main MG test-
bench presented in Fig. 3.1 is operating with the upstream grid suffering from distorted
voltages at the primary side of the DST. This results in non-linearities of the 7th har-
monic order, with 6% of amplitude in relation to the fundamental voltages (e.g., for
phase a, vGrid

a = 400 · cos(ωot) + 24 · cos(7ωot)). Simulations results are presented
in Fig. 6.2, being split into four intervals. For the following results in this section, for
the sake of simplicity, only the three d-DERs (i.e., d-DER1 to d-DER3) are considered
to be connected to the MG.

Initially, at Interval I, it can be noted in Fig. 6.2(a) how the grid voltages are dis-
torted at the PCC. In addition, considering that d-DERs are idle (i.e., not processing
any currents), the load currents are seen at the PCC, being considerably distorted and
phase-shifted in relation to the voltages. At this interval, a PF equals to 0.93 is ob-
tained, and the THDi of the phase currents are approximately 7.70%. Moreover, in
Fig. 6.2(b), the PCC currents present several harmonic components, as also evidenced
in Fig. 6.3. The most significant harmonics are from the 5th, 7th and 11th orders, being
the 7th order the only one existing in the grid voltages.

The GCBC is initiated at Interval II, so the d-DERs are coordinated to share the
reactive and harmonic currents seen at the PCC, following the RLS approach. Note
in Fig. 6.2(a) that the d-DERs promptly change their current injections, starting to
process fundamental and harmonic currents. Besides, such an operation occurs pro-
portionally to their nominal capabilities (e.g., see in Fig. 6.2(e) that d-DER1 and d-
DER3 inject the same collective currents, and that d-DER2 injects a collective current
around 57% smaller, given that Ad−DER2 ≈ 0.57 · Ad−DER1). Additionally, since
d-DERs are following the RLS approach, the PCC currents become in-phase and re-
semble the voltage waveforms. Fig. 6.3 shows that the harmonic spectrum of the PCC
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Figure 6.2: Simulation results of the RLS-based coordination for high PF operation. (a) From
top to bottom: PCC voltages and currents, and d-DER1 currents; (b) Zoom-in-view of Interval
I; (c) Zoom-in-view of Interval II; (d) Zoom-in-view of Interval III; (e) d-DERs’ collective
currents.

Figure 6.3: Harmonic spectrum of the PCC currents in Fig. 6.2.

currents mostly comprises the fundamental and 7th orders. It is also noticeable that the
fundamental is reduced due to the reactive compensation.

In a comparative manner, considering the case in which an SCS approach is im-
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plemented for Interval II, the PF at PCC would not be unity (e.g., PF = 0.982 was
obtained in a simulation result). However, since the proposed approach shapes the MG
to synthesize a resistor, the PF at the PCC became 0.999. This indicates that mostly
active power flowed through the PCC. Despite the fact that harmonic currents non-
proportional to the voltages were compensated, it is reinforced that the RLS approach
leads to distorted currents at the PCC. For this case, for instance, the THDi is 6.29%,
6.28%, and 6.32%, respectively for phase a, b, and c. Besides, Fig. 6.3 shows that
only the 7th harmonic order exists.

At Interval III, the dynamic response of such an advanced control strategy is
demonstrated. At 0.6 s a load step occurs by suddenly switching off the circuit break-
ers CB2 and CB3, which connect the nonlinear loads in the buses B16 and B18 (see
Fig. 3.1), respectively. Note in Fig. 6.2(c) that, despite the abrupt disconnection of
the loads, the PCC currents promptly change, although neither overcurrent nor over-
voltage occurred at the PCC and at d-DERs’ PoCs. It is also noticeable that, since
the GCBC is set to communicate with DERs each 20 ms, the shared currents started
to be readjusted only after one fundamental cycle. Moreover, after two more cycles,
steady state is reached, maintaining the features of the RLS approach. Thus, currents
are still in-phase with voltages (see Fig. 6.2(c)), and mostly harmonics proportional to
the voltages exist. Fig. 6.3 reaffirms that only the 7th order remained at the PCC.

For the last scenario (i.e., Interval IV), the active sharing capability under distorted
voltages is presented, having the results shown in Fig. 6.2(a). At 0.9 GCBC is set to
control the active current dispatch at the PCC, while also compensating for reactive
and harmonic currents. The results show that the GCBC is capable of supporting such
a functionality, quickly adjusting the current injections of d-DERs to process active,
reactive, and harmonic components. From Fig. 6.3 it is seen that all current terms
are practically null at the PCC. Note that, if the most significant current terms flowing
through the PCC are shared by the d-DERs, the MG operates (i.e., in steady state)
under full self-consumption mode.

Such self-consumption service is commercially found in the local controllers of d-
DERs. Besides, it is deemed important since it supports optimized electricity planning
of LV grids [44]. However, it can be noticed from the previous discussions that, in
this thesis, the concept is expanded to the MG perspective, not only considering active
power control, but also providing controllability over reactive and harmonic compon-
ents.

6.2.3 Support to Harmonic Resonance Damping

Discussions related to the capability of the RLS-based coordinated control on sup-
porting the damping of harmonic resonances are presented in this section. For the
following simulation results, a hypothetical resonant load was added to the MG circuit
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of Fig. 3.1, aiming at emulating harmonic resonances. Such a load was comprised of
a line impedance segment and a delta-formed capacitive bank connected to the PCC,
as shown in Fig. 6.4.

In LV grids, this type of passive compensator is usually placed close to the DST
(i.e., at the PCC) to support voltage regulation, as well as for reactive power compens-
ation [186]. Nonetheless, the interactions of this capacitive filter with line impedances
and nonlinear loads may deteriorate voltage quality if resonances are triggered. To
demonstrate that, during simulations, only a small amount of 1% of the 7th harmonic
order was added to the original sinusoidal grid voltages. Thus, simulation results are
presented in Figs. 6.5 and 6.6, and in Table 6.1.

At Interval I in Fig. 6.5(a), and also in Fig. 6.5(b), the outcome of the harmonic
resonances caused by the interactions within the MG is demonstrated. The three d-
DERs were disabled at this instant. It is seen that PCC voltages became significantly
distorted, with much higher THDv value than the 1% of harmonic pollution initially
inserted at the grid voltages. Table 6.1 shows that the THDv increased from about
1% to approximately 5% at the PCC due to the resonances. Moreover, even though
mainly the 7th order existed in voltages at the secondary side of the DST (i.e., the MG
side), a significant amount of the 5th, 7th, 11th and 13th harmonics were also excited
at the PCC voltages (see Table 6.1). In Fig. 6.6(a), the DST and PCC voltages are
visually compared, showing the detrimental effects of the triggered resonances. Fig.
6.5(b) also shows that the PCC currents were both phase-shifted and distorted (i.e.,
comprising harmonics non-proportional to the voltages).

For the second interval in Fig. 6.5(a), the GCBC strategy was enabled at 0.3 s, de-
manding the d-DERs to share the reactive and harmonic currents seen at the PCC, fol-
lowing the RLS approach. By having inverters sharing non-proportional harmonic cur-
rents, the PCC voltages started to respond to the changes in current demand, without
causing overvoltages. Similarly, the PCC currents did not suffer transient overcurrents.
Note that, as the PCC voltages dynamically changed due to the effects of the distrib-
uted compensation, the GCBC kept on adjusting the current sharing, until steady state
was obtained after about 0.4 s. As a result, in steady state, the currents became propor-
tional to the voltage waveforms (see Fig. 6.5(c)), increasing the damping capability of
the MG due to the resistive shaping [157].

PCC

0.4 mH

106uF

Resonant Load

Rest of the 
MG

++

DST

Upstream
Grid

Figure 6.4: Placement of the resonant load at the MG of Fig. 3.1 used for simulations.
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Figure 6.5: Simulation results of the RLS-based coordination for resonance damping. (a)
From top to bottom: PCC voltages and currents, and d-DER1 currents; (b) Zoom-in-view of
Interval I; (c) Zoom-in-view of Interval II.

(a) (b) (c)

Figure 6.6: Voltages at the DST and at the PCC in Fig. 6.5 during: (a) Interval I; (b) Interval
II - RLS; (c) Interval II - SCS.

The direct consequence of shaping the MG as a selective resistor is that most of the
harmonic resonances could be suppressed, as seen in Table 6.1. Note that a consider-
able amount of the 5th, 11th and 13th harmonic distortions were damped. Moreover,
the fundamental component was restored to 99% of its nominal value. For instance,
for phase a, the voltage amplitude was 324.31 V, in comparison to 325.59 V at the
secondary side of the DST. Fig. 6.6(b) shows that the PCC voltage waveforms became
more similar to the ones from the DST. A THDv of approximately 2.5% was obtained
for the PCC phase voltages, representing a significant improvement in relation to the
previous 5% value. It is important to highlight that the coordination approach based
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Table 6.1: Voltage amplitudes and THDv for the PCC and secondary side of the MG DST for
the simulation results of the resonance damping.

Phase a b c a b c

Harm. DST Voltages PCC Voltages

Vo
lta

ge
[V

]

1 325.59 325.58 325.58 312.54 312.54 312.54
3 0.01 0.01 0.02 0.01 0.02 0.02
5 0.04 0.03 0.03 9.54 9.54 9.53
7 3.40 3.38 3.39 5.59 5.63 5.55
9 0.05 0.08 0.12 0.27 0.08 0.22

11 0.15 0.16 0.18 10.71 10.67 10.75
13 0.05 0.08 0.10 1.44 1.46 1.47

THDv [%] 1.05 1.04 1.05 4.96 4.96 4.97

Harm. PCC Voltages - RLS PCC Voltages - SCS

Vo
lta

ge
[V

]

1 324.31 324.22 324.26 324.70 324.53 324.86
3 0.14 0.20 0.29 0.39 0.33 0.63
5 0.50 0.43 0.42 0.79 0.18 0.62
7 6.75 6.61 6.82 11.37 11.0 10.26
9 0.62 0.99 1.61 6.06 6.64 12.64

11 1.82 1.92 2.13 0.93 1.46 1.0
13 0.54 0.84 1.10 0.41 0.65 0.96

THDv [%] 2.47 2.44 2.53 4.02 4.02 5.06

on RLS aims to compensate unwanted current components, supporting the damping of
harmonic resonances in voltages as a direct consequence. Since the voltage distortions
are being imposed by the upstream grid, if a harmonic-free scenario is desired for both
currents and voltages, an active compensator ought to be placed at the MG PCC [187].

Finally, a quantitative comparison of the proposed RLS-based coordination against
to the SCS concept is presented. A complementary simulation was performed, just as
done in Fig. 6.5, but setting the GCBC strategy to share harmonic currents consider-
ing the terms proportional and non-proportional to the voltages. By striving to obtain
sinusoidal currents upon the same scenario, the suppression of voltage harmonic dis-
tortions was minimized. For instance, note in Table 6.1 that, although the 5th and 11th

and 13th orders were reduced in relation to the initial PCC stage (i.e., respectively by
about 91%, 86%, and 71%), the 7th order was about 82% higher than for the RLS
scenario. Yet, additional distortions at the 9th order were significantly triggered.

Thus, this result proves that the SCS approach was less effective than the RLS
method in terms of damping of harmonic resonances. Fig. 6.6(c) also demonstrates
that voltages were more distorted for the SCS scenario, presenting THDv of 4.02% for
phase a and b, and of 5% for phase c (see Table 6.1). Consequently, the RLS approach
improved the damping capability, compared to SCS, by around 38%, 39% and 50%,
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respectively for phases a, b, and c, considering the THDv as the figure of merit.

6.2.4 Experimental Results of the RLS-Based Coordination

Experiments are herein presented to validate the capability of the GCBC strategy
to provide RLS-based coordination of inverters. In so doing, the main single-phase
MG prototype of Section 4.2.2 is considered (see Fig. 4.2), having all loads drawing
currents, and only d-DER?

1 and d-DER?
2 connected to the circuit. Experimental results

are presented in Fig. 6.7, considering two main scenarios. In the first scenario, the grid
voltage was set to 127 Vrms (i.e., fundamental) at 60 Hz, with additional 15% of the
5th harmonic (i.e., 19 Vrms). For the second scenario, the 15% voltage distortion was
changed from the 5th to the 3rd harmonic order.

The initial stage of the experiment is seen in Fig. 6.7(a), depicting the PCC voltage
and currents, considering that the two d-DERs? were idling (i.e., not processing cur-
rents). From this result, it is evident that the currents presented distortions non-
proportional to the voltages. The active and reactive power terms (i.e., once again
calculated as in [45]), and the amplitudes of the harmonics of the PCC currents are
presented in Table 6.2. Such results demonstrate that the MG operated under low PF,
regardless of the grid voltage presenting distortions at the 3rd or 5th harmonic orders.
For instance, note in Table 6.2 that the PF was around 0.60 for both voltage scenarios,
and that current harmonics at the PCC were more significant for the 3rd and 5th orders.

In Fig. 6.7(b) another experimental result is presented. This case shows the MG
operation when the GCBC strategy was enabled, allowing d-DERs? to share the re-
active and targeted harmonic currents non-proportional to the PCC voltage. Note
that the strategy was able to steer the inverters in proportion to their nominal rat-
ings. For instance, d-DER?

1 processed 4.5 Arms and d-DER2 6.1 Arms, which gives
rdDERs? = 1.35, matching the expected proportion of 1.33. As a result, the PCC

Table 6.2: Currents and powers at the PCC during experimental results of Fig. 6.7.

Harm. DERs Off - Fig. 6.7(a) Fig.
Order Dist. at 5th Dist. at 3rd 6.7(b) 6.7(c) 6.7(f) 6.7(g)

C
ur

re
nt

[A
rm

s] 1 12.1 12.0 8.54 8.66 7.88 0.42
3 2.78 1.32 0.15 0.08 1.16 0.15
5 1.17 0.62 1.31 1.32 0.05 0.05
7 0.15 0.27 0.17 0.11 0.26 0.11
9 0.13 0.15 0.09 0.07 0.15 0.14

P [W] 940 911 1064 1086 988 -55
Q [VAR] 1122 1095 -1 9 6 -15

PF 0.62 0.63 0.99 0.99 0.99 0.0



176 Advanced Control Functionalities for Enhanced Microgrid Operation

10ms/div

20A/div

10A/div

10A/div

250V/div
vPCC

iPCC

id-DER2

id-DER1

10ms/div

vPCC

iPCC

(c)

10ms/div

vPCC

iPCC

(c)

10ms/div

vPCC

iPCC

(f)

10ms/div

vPCC

iPCC

(g)

1s/div

vPCC

iPCC

(d)

40ms/div

vPCC

iPCC

(e)

Change in voltage distortion

(b)(a)

20A/div

10A/div

10A/div

250V/div

20A/div

10A/div

10A/div

250V/div

20A/div

10A/div

10A/div

250V/div

20A/div

10A/div

10A/div

250V/div

20A/div

10A/div

10A/div

250V/div

20A/div
10A/div

250V/div

10A/div

id-DER2

id-DER1

id-DER2

id-DER1

id-DER2

id-DER1

id-DER2
id-DER1

id-DER2

id-DER1

id-DER2

id-DER1

Figure 6.7: Experimental results of the RLS-based coordination of inverters in a single-phase
MG operating under distorted voltages. (a) d-DERs? disabled; (b) d-DERs? performing the
RLS functionality; (c) load step in (b); (d) change in voltage distortion from 5th to 3rd harmonic
order; (e) zoom-in-view of (d); (f) steady state result of (e); and (g) full current sharing. From
top to bottom: PCC voltage and current, d-DER?

2 and d-DER?
1 currents.

current became proportional to the PCC voltage, indicating operation under high PF
(i.e., 0.99, see Table 6.2). A complementary case is demonstrated in Fig. 6.7(c), in
which the inductive load L2 was switched off by CBL2. It can be seen that the com-
pensation performance of the non-proportional current harmonics remained similar to
the previous case, presenting rdDERs = 1.32, and maintaining high PF operation.

During another experiment shown in Figs 6.7(d) and 6.7(e), considering that the
load L2 was switched on, a dynamic change in the voltage distortion was emulated.
The grid emulator was set to present the 3rd harmonic order in the voltage, instead of
the 5th. Note in Fig. 6.7(d) that the changes in voltage and current waveforms (i.e.,
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at the PCC and at d-DERs?) occurred without causing any overvoltage or overcurrent.
The zoom-in-view for this transition, seen in Fig. 6.7(e), shows that the two inverters
were able to reach steady state operation after a few cycles (i.e., around 14 cycles).
This occurred due to the dynamics of the calculations of the GCBC algorithm, of the
RMS calculation required for Eq. 6.1, and also due to the transient response of the
current controllers.

The steady state result comprising this new distortion in voltages is shown in Fig.
6.7(f), where it is clearly seen that the strategy was able to shape the MG PCC to
emulate a resistor. The PCC current presented proportional distortions to the voltage,
being primarily composed of the 3rd harmonic order. This feature is also evident in
Table 6.2, where a significant amplitude at the 3rd harmonic order can be observed. As
a result of the RLS operation, a PF = 0.99 was achieved, while d-DERs? presented
ratio of rdDERs = 1.36, ensuring proportional current sharing.

A final experiment is shown in Fig. 6.7(g) to verify the capability to share active
currents under highly distorted voltages. Thus, the active, reactive, and harmonic (pro-
portional and non-proportional) currents are set as references. Note that DERs were
able to proportionally (i.e., rDERs = 1.32) inject the load currents, resulting in a prac-
tically null current at PCC in steady state (see Table 6.2). Such a result reinforces the
idea that MG full self-consumption mode can be offered regardless of distortions in
the grid voltage.

6.3 Coordinated Overvoltage Control Fully Exploiting
Energy Resources

Intense penetration of decentralized active power generation is known to commonly
lead to overvoltage conditions, both for MGs and distribution networks [192, 193].
This is particularly noticeable at terminal feeders of radial electric systems, due to
consecutive voltage drops over line impedances. Such a matter of voltage regulation is
highly important, to the point of motivating new operation requirements for inverters,
demanding them to offer grid-support ancillary services, as found in standards such as
the IEEE 1547-2018 [8], and others [194].

Control functionalities for Volt/Watt and Volt/VAR support, also called active and
reactive power control, respectively, are two of the most common examples of how
inverters should respond to voltage regulation in active distribution systems or MGs.
Nonetheless, although effective and fairly easily implemented, the capability to offer
non-coordinated Volt/Watt and Volt/VAR functionalities by each inverter is usually
tied to active power curtailment (APC) at nd-DERs [192]. Consequently, APC leads
to reduced energy efficiency, also bringing lower profitability from the prosumers’
perspective, as part of the generated power is usually disposed of.
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In the literature, many strategies aim to provide overvoltage control in LV grids and
MGs [80]. For instance, overvoltage regulation and minimization of power losses is
proposed in [195] by using a Volt/VAR control that is adaptively adjusted according to
voltage levels. In addition, fair APC devised by the identification of voltage patterns
is considered as a secondary countermeasure when DERs’ generation is high. The
concept of fair APC, as in [195], is studied to balance power curtailment among DERs,
given their different locations in a MG, and their significance for impairing steady
voltage profiles.

The authors of [196] present a distributed method to increase the penetration of
PV-based inverters by combining Volt/Watt and Volt/VAR control with smooth droop
functions. The location of DERs and their distance from the distribution transformer
determine if an operation occurs with a power factor close to unity or limited to± 0.90.
Thus, [196] is a model-based approach that requires information on line impedances
and distances between nodes. Likewise, robust optimization is applied in [197] to at-
tain proportional Volt/VAR and Volt/Watt coefficients to drive droop-based nd-DERs,
considering their location, load placements and power injections.

A multi-objective genetic algorithm is used in [198] to provide coordinated
Volt/VAR control of nd-DERs, also increasing the participation in the reactive power
support of inverters close to the distribution transformer (i.e., the DST). This is an inter-
esting feature since DERs close to such a transformer tend to not contribute to voltage
regulation when local Volt/Watt or Volt/VAR control are implemented [198]. The au-
thors of [199] adopt multi-objective optimization, along with the concept of sensitivity
matrix, to steer droop-based DERs. The goal in [199] is to minimize APC and control
the reactive power absorption of nd-DERs to tackle overvoltage in a grid-connected
MG. It uses a hierarchical scheme in which the primary layer locally regulates droop
curves according to voltage setpoints given by the secondary layer.

A master/slave approach is presented in [200] to steer DERs to achieve voltage
regulation based on active power control and offering controlled power flow dispatch-
ability at the PCC of the LV MG. Such an approach uses a model-free concept that does
not require information about the electrical infrastructure and provides voltage control
by adjusting the active power injection of inverters based on their output voltage and
on commands from a centralized controller. However, reactive power control is not
considered in [200]. Finally, active power limit prediction is proposed in [201] to
overcome overvoltage using dynamic computations of Thévenin equivalent circuits of
the MG. Although the self-adaptive power/voltage control slopes devised lead to max-
imized energy production, in relation to pure local Volt/Watt strategies, APC is not
prevented.
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6.3.1 Overvoltage Control Integrated to the GCBC Strategy

Considering the above-mentioned aspects found in the literature, in this thesis, an
automatic overvoltage control approach is presented, considering integration with the
GCBC strategy. Such a strategy is able to coordinate DERs to offer Volt/VAR and
Volt/Watt functions that strive for voltage regulation, ensuring reduced APC. The pre-
vious attractiveness of the GCBC strategy remains valid, making the approach model-
free. Moreover, the control approach is able to accommodate DERs that do not com-
prise a communication interface and operate only based on local measurements.

The strategy is superior to the implementation of Volt/Watt and Volt/VAR curves
used only locally at DERs, since it can reduce APC and equalize the participation
of d-DERs. Consequently, it can be interpreted as an advanced control functionality
offered by the MG. This control scheme integrates local and coordinated features of
DERs, depending on their nature of operation. A detailed explanation about how both
nd- and d-DERs are steered is presented as follows, and will later be complemented
by explanations about the proposed automatic overvoltage control scheme.

6.3.1.1 Control of nd-DERs During Voltage Regulation

The role of nd-DERs is herein explained for both categories (i.e., types A and B ex-
plained in Section 3.3). For type A nd-DERs, the absence of communication interface
determines that Volt/Watt and Volt/VAR curves coming as default functionalities are
only activated based on local goals. However, for type B nd-DERs, communication
means allow the MGCC to remotely activate their built-in Volt/Watt and Volt/VAR [8]
actions when desired.

Let us now consider the variable γnd−DER
OV , which is sent by the MGCC to each

type B nd-DER (see Fig. 6.8). Such a variable represents the above-mentioned re-
mote command for activating voltage control curves. Moreover, a premise for us-
ing γnd−DER

OV is that the MGCC knows the voltage status of the respective nd-DERs.
Thus, to cope with that perspective, one additional piece of information is incorporated
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Figure 6.8: Single-phase equivalent circuit for the local control of nd- or d-DERs considering
voltage control capabilities.
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to data packets being exchanged among communicating entities. This is the average
(AVG) value of the three-phase RMS PoC voltages of a j-th DER [8], namely V̄ DERj .
For single-phase MGs, V̄ DERj is simply the RMS PoC voltage of that inverter.

The variable γnd−DER
OV is responsible for determining which of the local voltage

control curves is enabled, if needed. Thus, under the occurrence of overvoltage at the
PoC of a type B nd-DER, the MGCC remotely sets either γnd−DER

OV = 1 to activate
the inverter’s Volt/Watt action, or γnd−DER

OV = 2 for Volt/VAR. The Volt/Watt and
Volt/VAR splines, presented in Fig. 6.9, are only locally implemented at each nd-
DER, and if γnd−DER

OV = 0, both are disabled. For type A nd-DERs, it is herein
considered that only local Volt/Watt control is activated at all times, resulting in the
fact that γnd−DER

OV = 1 is always set, also following the active power control spline
from Fig. 6.9.

The Volt/Watt and Volt/VAR splines in Fig. 6.9 mitigate overvoltage as follows
[202]. If the local voltage of an nd-DER exceeds the voltage limit (V̄ lim), the active
power injection performed by that inverter is adjusted to constrain the voltage rise. For
type A nd-DERs, since Volt/Watt control is always set as default and no remote in-
tervention is possible, local APC must inherently take place under overvoltage. Thus,
that nd-DER must reduce its active power injection to avoid the voltages exceeding
V̄ lim. For cases in which voltage exceeds a critical limit, namely V̄ lim

upper, inverters
may end up curtailing all, or most of, its generated active power.

Nonetheless, type B nd-DERs act differently. For that case, the MGCC knows if an
nd-DER operates aiming to inject active power at nominal capacity (i.e., Pnd−DERj

max =

P
nd−DERj
nom ) or not. Such a feature is known, as each inverter periodically transmits

its local currents to the MGCC (e.g., Ind−DERj

1||max , Ind−DERj

1||nom , so forth). In case full
active power injection is intended, Volt/VAR cannot be offered. This is only possible
if an nd-DER is designed with additional power margins for specific use in voltage
regulation purposes [203] (i.e., Pnd−DERj

max < P
nd−DERj
nom is always true). Thus, for

this case, Volt/Watt must be set by stating γnd−DER
OV = 1, inherently causing local

APC.
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Figure 6.9: Volt/Watt and Volt/VAR splines for the local voltage control at nd-DERs.
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On the other hand, if remaining power capability is available for nd-DERs suffer-
ing overvoltage, the status of the variable γnd−DER

OV is changed to 2 by the MGCC, so
Volt/VAR control can be enabled. This allows us to use reactive control as first meas-
ure, consequently avoiding APC. Hence, such inverters can slide in reactive power
curves, as seen in Fig. 6.9, in which deadbands may or may not exist around the nom-
inal voltage (V̄nom). The reactive power processed by each type B nd-DER is limited
to QDERj

max and QDERj

min , according to their remaining power capabilities.

If nd-DERs can tackle overvoltage locally without causing APC, as it occurs for
the aforementioned reactive power splines, higher penetration of distributed genera-
tion can be achieved for the MG. Unfortunately, in general, voltage rise is most critical
during the peak hours of energy generation [201], meaning that remaining power cap-
ability is usually not available for nd-DERs to perform Volt/VAR control.

6.3.1.2 Control of d-DERs During Voltage Regulation

The employment of d-DERs on voltage control is supported by the GCBC strategy,
relying on the fact that active and reactive power dispatchability at the MG PCC can
be flexibly controlled. The power flow at the PCC can be incorporated into coordin-
ated Volt/VAR or Volt/Watt curves, while accounting for the MG’s internal voltage
conditions. Thus, the GCBC formulation from Section 3.5.2 can be slightly adapted to
extend the MG functionalities to offer voltage regulation.

Let us consider that a control cycle "k" starts at a given instant, allowing the MGCC
to assess the overall condition of the MG, by means of the data packets received from
the participating DERs. If any voltage measurement (i.e., from DERs: V̄ DERj ; or
from the PCC: V̄ PCC) is above V̄ lim, the overvoltage status is activated for the MG.
Therefore, the MGCC has two main possibilities to deploy d-DERs to tackle over-
voltages under a coordinated approach: i) to provide reactive power dispatch through
the PCC (i.e., coordinated Volt/VAR); or ii) to either reduce active current injection, or
to store the energy being injected by nd-DERs (i.e., coordinated Volt/Watt).

To provide such coordinated actions, the references for the reactive and active cur-
rents flowing through the PCC (i.e., IGrid∗

1⊥m
and IGrid∗

1||m ) are used, respectively. Under
the detection of any overvoltage condition, the GCBC is processed following the same
initial steps explained in Section 3.5.2, up to the calculation of IL1||m(k) and IL1⊥m

(k)
in Eqs. 3.9 and 3.10, respectively. However, the proceeding calculation given by Eqs.
3.15 and 3.16, which would allow us to determine I∗1||m(k + 1) and I∗1⊥m

(k + 1), is
postponed. This is done to adequately select values for IGrid∗

1||m , or for IGrid∗
1⊥m

, so the
expected coordinated Volt/Watt, or Volt/VAR, actions can be performed, respectively.

Upon overvoltage detection, the active and reactive current control curves shown
in Fig. 6.10 can be adopted to adjust the power dispatch at the PCC. Note that such
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Figure 6.10: Volt/Watt and Volt/VAR splines for the coordinated voltage control at d-DERs.

curves are similar to the ones from Fig. 6.9. However, the coordinated perspective
for the Volt/Watt, or Volt/VAR, actions allow the d-DERs to act concomitantly on a
common goal. Thus, due to the homogeneity of the MG, the voltage profiles at each
node of the MG can all be controlled together. This allows us to achieve voltage regu-
lation without performing only local Volt/Watt or Volt/VAR control. Consequently, the
method ensures that all DERs participating of the GCBC strategy contribute to main-
taining voltage profiles within established limits. Additionally, in contrast to strategies
such as [198], all inverters contribute to voltage regulation, even if they are placed
close to the DST of the MG and do not suffer from overvoltage.

If coordinated Volt/Watt is desired, the active current term IGrid∗
1||m is iteratively ad-

justed by Eq. 6.3. Likewise, IGrid∗
1⊥m

can be adjusted by Eq. 6.4 to provide coordinated
Volt/VAR. The variables δ1||m and δ1⊥m are set as constants, ranging from 0 to 1, to
regulate the steps of, respectively, the active and reactive currents dispatched at the
PCC at each control cycle "k + 1". Moreover, note that such constants are multiplied
by
√

∆Im to make sure that at each adjustment of IGrid∗
1||m or IGrid∗

1⊥m
occurs proportion-

ally to the current capabilities of the participating inverters.

IGrid∗
1||m (k + 1) = IGrid∗

1||m (k) + δ1||m ·
√

∆Im (6.3)

IGrid∗
1⊥m

(k + 1) = IGrid∗
1⊥m

(k) + δ1⊥m ·
√

∆Im (6.4)

It is also worth reinforcing that such active and reactive power dispatchability at the
PCC is, however, constrained to upper (IGrid

1||m and IGrid
1⊥m

) and lower (IGrid
1||m and IGrid

1⊥m
)

limits given by contractual relations between the MG and upstream grid. Hence, the
MG cannot freely dispatch/absorb power as desired by its operational manager, being
also constrained by the d-DERs power capabilities.

Thus, in possession of the adequate active or reactive current dispatch references
that will support coordinated Volt/Watt or Volt/VAR, respectively, the GCBC algorithm
can proceed with the calculations, just as in Section 3.5.2. This means that Eq. 6.3
and Eq. 6.4 are used to feed Eqs. 3.15 and 3.16, respectively. This consequently
results in the current sharing references of I∗h||m(k + 1) and I∗h⊥m

(k + 1), which now
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incorporate the voltage control feature to the steering of d-DERs. Additionally, such
a procedure allows the possibility to maintain all the previous features of the GCBC
strategy described throughout this thesis (e.g., model-free aspect and plug-and-play
capabilities).

From the aforementioned discussions, one can note that such coordinated Volt/Watt
or Volt/VAR control is incorporated within the scaling coefficients α1|| and α1⊥, which
does not change how inverters are steered. This is also visible in Fig. 6.8, as the con-
trol structure of d-DERs does not change, not even requiring the implementation of
voltage control curves locally, as conducted for the nd-DERs. The control approach
for d-DERs is entirely processed at the MGCC. Finally, it is mentioned that coordin-
ated Volt/Watt and Volt/VAR control can be performed independently, also being im-
plementable at the same time, if desired by the MGCC. Nonetheless, an automatic
scheme presented in the following section brings a proposal to integrate nd- and d-
DERs to tackle overvoltages while offering reduced APC.

6.3.1.3 Automatic Overvoltage Control Scheme

The scheme of the proposed automatic control is summarized in Fig. 6.11. The
main concept behind this approach is to use the local and coordinated Volt/VAR fea-
tures of nd- and d-DERs, respectively, in such a way that reactive power control takes
precedence over APC whenever possible. It is reinforced that this scheme is not ap-
plicable to type A nd-DERs, as they do not present a communication interface. Nev-
ertheless, such approach indirectly affects their nodal operation, reducing local APC.

Let us refer to Fig. 6.11 to explain the control scheme, which is only processed
at the MGCC at the beginning of a control cycle "k". As all communicating invert-
ers transmit V̄ DERj , when an overvoltage condition occurs, the MGCC knows which
j-th DER requires intervention. Thus, if this is a type B nd-DER that is not inject-
ing active power at nominal rating, local Volt/VAR control is first enabled by setting
γnd−DER
OV = 2. This is done instead of local Volt/Watt control (i.e, γnd−DER

OV = 1) to
avoid APC. Usually, after setting γnd−DER

OV = 2 to any nd-DER, a wait time of twait

is implemented to consider steady state accommodation before moving onto the next
possible action in Fig. 6.11. twait should be set according to the MG’s needs (i.e., as
for safety and stability reasons) or based on grid codes [194].

Hence, if the local Volt/VAR control of an nd-DER is either not enabled or not
capable of solving the overvoltage issue, d-DERs are deployed to iteratively increase
the dispatch of reactive power through the PCC, according to Eq. 6.4, and based on
the GCBC strategy. This results in the coordinated Volt/VAR control seen in Fig. 6.10.
In the case of reaching either the maximum reactive (i.e., inductive) current allowed to
flow through the upstream grid (IGrid

1⊥m
) or the overall power capability of d-DERs (i.e.,

resulting in α1⊥m = 1), such coordinated Volt/VAR feature is constrained.
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Figure 6.11: Proposed scheme for automatic overvoltage control running at the MGCC.

Although Volt/VAR control is effective, it is known that Volt/Watt control is more
efficient at mitigating overvoltage in LV MGs [200], due to the low X/R ratio of line
impedances. Hence, when Volt/VAR cannot be further processed, and the overvoltage
issue has not been solved, the scheme in Fig. 6.11 enables Volt/Watt action by con-
trolling IGrid∗

1||m based on Eq. 6.3. This action can occur until: i) full SoC is reached
(i.e., IDERt

1||stom = 0; e.g., for battery-based DERs); or ii) the power dispatch limit (IGrid
1||m )

is reached; or iii) overvoltage is mitigated.

Note that, up to this stage in Fig. 6.11, APC does not occur at type B nd-DERs.
Moreover, the scheme automatically induces type A nd-DERs to reduce local APC
according to the lowering of the overall MG voltage profile. Finally, in case none of
the previous actions can maintain voltage profiles below the established limit (V̄ lim),
active power can be locally curtailed at type B nd-DERs. This is achieved by setting
γnd−DER
OV = 1 for them.

6.3.2 Simulation Results

To study the effectiveness of the proposed automatic control scheme on mitigating
overvoltages in LV MGs, the simulation results will now be presented. The testbench
of Fig. 3.1, which had its parameters discussed in Section 4.2.1, is adopted for simula-
tions, considering that all loads are disconnected from the MG. Loads are disregarded
to allow the active power injections from nd-DERs to cause significant overvoltage
conditions within the MG.
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All eight DERs are considered for simulations, although particularly for this sec-
tion, d-DER2 does not participate in the GCBC and operates only injecting active
power as a type A non-dispatchable inverter. This is done to more easily depict over-
voltage conditions within the MG. Thus, the simulations consider six non-dispatchable
units (i.e., nd-DER1 to nd-DER5, as well as d-DER2), plus two dispatchable units (i.e.,
d-DER1 and d-DER3) controlled by the GCBC strategy. All non-dispatchable invert-
ers present the Volt/Watt curve from Fig. 6.9 activated as default (i.e., γnd−DER

OV = 1).
Moreover, since nd-DER1, nd-DER2 and d-DER2 emulate type A inverters, they only
consider γnd−DER

OV = 1 at all times.

Data exchange between the MGCC and communicating DERs is emulated to occur
once per line period (i.e., 20 ms). Moreover, twait is 0.2 s (i.e., 10 fundamental cycles),
and the upper threshold that characterizes overvoltage is set to V̄ lim = 243.8 V. The
contractual current dispatch limits at the MG PCC are initially set to IGrid

1||m = IGrid
1⊥m

=

200 A and IGrid
1||m = IGrid

⊥m
= −200 A. Yet, a current step of 4% is considered for

Eqs. 6.3 and 6.4 (i.e., δ1||m = δ1⊥m = 0.04). The additional parameters adopted
for the Volt/Watt and Volt/VAR curves, according to Fig. 6.9, were V̄ lim

upper = 253 V,
V̄ lim
o = 230 V, and V̄ lim

lower = 220 V.

The simulations consider three main scenarios. The first scenario demonstrates
how the strategy operates when non-dispatchable inverters are injecting active power at
nominal capacity. For the second scenario, the reactive current dispatch limit (IGrid

1⊥m
) is

reduced, demonstrating the concomitant coordinated Volt/VAR and Volt/Watt features
of the strategy. Finally, the last scenario presents a brief comparison between the
proposed method against pure local Volt/Watt and Volt/VAR control.

Initially, a preliminary result shows how the MG voltage profiles would behave if
no overvoltage control was considered at all (i.e, γnd−DER

OV = 0 and α1||m = α1⊥m =
0). Such a result is presented in Fig. 6.12, and it comprises the following four intervals:
i) at Interval I, all DERs were idle (i.e., not injecting currents); ii) at Interval II, nd-
DER1, nd-DER4, nd-DER5 and d-DER2 were injecting nominal active power; iii) at
Interval III, nd-DER2 and nd-DER3 also injected nominal active powers; and iv) at
Interval IV, d-DER2 abruptly interrupted active power injection. Moreover, d-DER1
and d-DER3 were idling during all intervals.

From such simulation results, it is clearly seen that, as DERs operated injecting
active power at full capacity, most of the MG nodes operated with voltages signific-
antly above V̄ lim. For the worst case, which was during Interval III, the maximum
voltage values reached approximately 251 V, which is significantly above the over-
voltage threshold. Thus, the results indicate that voltage regulation strategies need to
be considered for the management of the MG.
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Figure 6.12: Simulation results: MG operation when all nd-DERs operate injecting power
at full capacity and no overvoltage control is implemented. From top to bottom: Average
voltages for the PCC (V̄ Grid) and DERs (V̄ DERj), and collective currents for DERs and the
PCC (IGrid

col is divided by 2.5).

6.3.2.1 Scenario 1: MG Operation with nd-DERs at Full Generation Capability

The results for this scenario are shown in Fig. 6.13 and in Table 6.3, considering the
same previous four intervals depicted in Fig. 6.12. However, the proposed overvoltage
control scheme is adopted herein for simulations. Thus, during Interval I in Fig. 6.13,
all DERs were idling and the voltage profiles were steady and below V̄ lim.

As some inverters (i.e, nd-DER1, nd-DER4, nd-DER5, and d-DER2) started to in-
ject active power during Interval II, the voltages at certain MG nodes began to deviate,
exceeding V̄ lim. Consequently, nd-DER4 and d-DER2 started to curtail active power
due to their default Volt/Watt control (i.e., see the patterns of Icol in Fig. 6.13, at the
beginning of Interval II). Since such inverters intended to inject active power at full
capability, the automatic control scheme of Fig. 6.11 could not assign γnd−DER

OV = 2
to allow local Volt/VAR control. Consequently, twait was not required, and the GCBC
promptly strived for coordinating d-DER1 and d-DER3, aiming at dispatching induct-
ive currents through the PCC to limit voltage rise.

From Fig. 6.13, one can observe that, since d-DER1 and d-DER3 had the same
nominal capabilities, they proportionally shared reactive currents to force voltage pro-
files to be below V̄ lim. Such an operation was initiated smoothly, without imposing
abrupt current references for the d-DERs. Besides, no intervention was required for
the nd-DERs. As a result, the steady state reactive powers processed by the two d-
DERs were practically the same, as shown in Table 6.3, being around 7500 VAR. This
result was expected, as d-DER1 and d-DER3 presented the same nominal capabilities.

Interval II shows additional consequences of the coordinated Volt/VAR performed
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Figure 6.13: Simulation results for Scenario 1: MG operation considering nd-DERs at full
capacity and with the proposed automatic overvoltage control enabled. From top to bottom:
Average voltages for the PCC (V̄ Grid) and DERs (V̄ DERj), and collective currents for DERs
and the PCC (IGrid

col is divided by 2.5).

by the d-DERs. Since the reactive power dispatch through the PCC brought the MG
voltages below V̄ lim, the nd-DERs returned to nominal active power injection due
to their local Volt/Watt control. This occurred because they sensed that their PoC
voltages were within the acceptable range, allowing them to feed-in more power to the
MG. From Table 6.3 it can be seen that practically null APC occurred, as nd-DERs
injected P at nominal capacity. An inherent consequence of the coordinated voltage
regulation, however, is that the MG losses over line impedances tend to increase, due
to the higher power dispatch. For this interval, 1249 W was obtained for losses.

During Interval III in Fig. 6.13, as nd-DER2 and nd-DER3 were enabled to inject
active power, their local Volt/Watt curves led them to suffer APC, due to voltage rises
at their PoCs. Nonetheless, the automatic control sensed that the voltages were ex-
ceeding V̄ lim, and the coordinated Volt/VAR action provided by d-DERs was adjusted
by increasing the dispatch of reactive current through the PCC. Therefore, such an op-
eration allowed the possibility to mitigate overvoltages, as well as to avoid APC at all
nd-DERs (see in Table 6.3 that they injected nominal active power in steady state con-
dition). Since nd-DERs were fully injecting P, and most of the nominal capabilities
of the d-DERs were utilized for reactive current sharing, higher losses were naturally
obtained, being 3348 W for this case.

For the last simulated case (i.e., Interval IV), an abrupt disconnection was emulated
for d-DER2, ceasing its active power injection. Since this inverter was the one with
higher nominal capacity operating as a non-dispatchable unit, its impact in voltage rise
was significant. This can be evidenced at the beginning of Interval IV in Fig. 6.13,
by the abrupt voltage drops that occurred for all MG nodes. Thus, as d-DER2 was
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disabled, the previous amount of reactive power dispatched by the MG was no longer
required. Consequently, the automatic control scheme steered d-DERs to reduce in-
jection of reactive currents, without letting voltages rise over V̄ lim. This operation
occurred in such a way that the APC was still not required by the nd-DERs.

6.3.2.2 Scenario 2: Constrained Reactive Power Dispatch

To show the concomitant provision of coordinated Volt/Watt and Volt/VAR func-
tionalities, a more conservative reactive current dispatch limit was adopted, being
IGrid

1⊥m
= 100 A. Simulation results are presented in Fig. 6.14 and in Table 6.3, con-

sidering the same four intervals from Scenario 1. The first two intervals in Fig. 6.14
present the same results as in Fig. 6.13, since the current dispatch limit IGrid

1⊥m
was

not achieved while mitigating overvoltages. For instance, the coordinated Volt/VAR
action reached a reactive current dispatch of IGrid

1⊥m
= 62.91 A during Interval II.

During Interval III, as nd-DER2 and nd-DER3 were initiated to inject nominal act-
ive power, the automatic control increased the reactive current dispatch of the MG
to limit voltage rise. However, since IGrid

1⊥m
= 100 A was adopted, the coordinated

Volt/VAR control had to be constrained, even though d-DERs still presented nominal
capability. By facing such an operational limitation, the approach interpreted that the
actual reactive current dispatch was not enough to mitigate overvoltages. Thus, the
MGCC followed the next step in Fig. 6.11, allowing it to steer d-DER1 and d-DER3 to
also perform coordinated Volt/Watt, concomitantly to the offering of Volt/VAR control.

Figure 6.14: Simulation results for Scenario 2: MG operation considering nd-DERs at full
capacity and with the proposed automatic overvoltage control enabled, and considering con-
strained reactive power dispatch. From top to bottom: Average voltages for the PCC (V̄ Grid)
and DERs (V̄ DERj), and collective currents for DERs and the PCC (IGrid

col is divided by 2.5).
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By enabling the GCBC to also control the active current dispatch at the PCC, the
d-DERs additionally shared active currents, proportionally to their remaining capab-
ilities. Moreover, similar amounts of active currents were processed by both d-DERs
during this instant. For instance, it can be seen in Table 6.3 that P and Q were similar
for both d-DER1 and d-DER3. It is also noticed that P was negative for these d-DERs,
which indicates that the approach steered them to store energy. By adding the coordin-
ated Volt/Watt functionality, the Volt/VAR actions of the d-DERs were not affected, as
shown by the similar amounts of Q power processed during Intervals II and III (see
Table 6.3).

Fig. 6.14 proves that, during Interval III, the automatic scheme was able to avoid
overvoltages within all monitored MG nodes, which is also shown in Table 6.3. Ad-
ditionally, APC did not occur at nd-DERs, since the d-DERs automatically stored part
of the energy being generated within the MG. Thus, by integrating the GCBC strategy
with the proposed voltage regulation scheme, the transactive aspect of the MG is also
respected. Coordinated Volt/VAR and Volt/Watt can be independently or concomit-
antly offered, respecting the contractual relations of the MG, and supporting the of-
fering of multiple operational features at the same time. For instance, harmonic com-
pensation could even be offered in parallel to voltage regulation, if desired, as long as
the DERs participating in the GCBC had power capabilities available.

The final simulation case in Fig. 6.14 (i.e., Interval IV) demonstrates that the co-
ordinated approach can also endure operation if an inverter abruptly disconnects from
the MG. For that case, d-DER2 suddenly presented null active power injection, causing
the MG voltages to drop. As the MGCC sensed such a voltage variation, the Volt/Watt
intervention followed the curve of Fig. 6.10, first reducing the active power absorption
of d-DER1 and d-DER3. Although during this case such action was already sufficient
to mitigate overvoltages, the reactive power being shared by the d-DERs would also
be reduced if null energy storage was reached and voltages were not below V̄ lim. APC
was also practically null at nd-DERs during Interval IV.

Finally, it is highlighted that the proposed control scheme is sufficiently flexible
to attend to the needs of the MG manager, allowing such a sequence of coordinated
Volt/VAR followed by Volt/Watt to be swapped, if desired, without losing effectiveness
in overvoltage control.

6.3.2.3 Scenario 3: Comparison to Pure Local Overvoltage Control

Two final simulation results consider the implementation of pure Volt/Watt and
Volt/VAR control, respectively, to demonstrate how they contrast in relation to the
proposed automatic scheme. During these two simulated cases, the same four previous
operational intervals were considered (i.e., as in Figs. 6.13 and 6.14).
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First, for the case of voltage regulation considering pure active power control (i.e.,
Case 1), only Volt/Watt curves were locally implemented on all DERs, according to
Fig. 6.9. Thus, even d-DER1 and d-DER3 had such pure local control enabled, al-
though they did not inject active power into the MG (this was performed to achieve a
fair comparison with the result from Fig. 6.13). Simulation results for this case are
shown in Fig. 6.15 and in Table 6.4, knowing that during Interval I, all DERs were
idling.

At the beginning of Interval II, nd-DER1, nd-DER4, nd-DER5, and d-DER2 were
initiated to inject P at full capacity. Consequently, as such nd-DERs caused over-
voltages at certain nodes, nd-DER4 suffered APC of approximately 22%. In addition,
Fig. 6.15 shows that d-DER2 initially performed APC, but achieved nominal opera-
tion in steady state. This occurred because d-DER3 was under overvoltage, causing it
to store energy due to its local Volt/Watt action (see negative P in Table 6.4). Since
d-DER3 was the one placed the furthest from the DST, in addition to the fact that it
presented the largest nominal power rating, its operation significantly affected voltage
profiles. Observe in Table 6.4 that, by having d-DER3 only absorbing -3,566 W, the
MG reached steady state operation without overvoltages.

Even though d-DER1 was fully available to support voltage regulation, it did not
process any currents. This occurred because d-DER1 was the one placed closest to the
DST, and it did not face overvoltage. Besides, the other nd-DERs also did not per-
form APC because their voltages were practically unaffected. Thus, although effective
voltage regulation was achieved with pure local Volt/Watt control, this initial condition
shows that only DERs suffering from overvoltage act on interventions. Compared to

Figure 6.15: Simulation results for Scenario 3: MG operation considering pure local Volt/Watt
control. From top to bottom: Average voltages for the PCC (V̄ Grid) and DERs (V̄ DERj), and
collective currents for DERs and the PCC (IGrid

col is divided by 2.5).



192 Advanced Control Functionalities for Enhanced Microgrid Operation

Table
6.4:

Steady
state

results
forthe

pure
localovervoltage

controlin
Figs.6.15

and
6.16.U

nits:active
pow

er(P
)[W

],reactive
pow

er(Q
)

[VA
R

],average
R

M
S

voltage
(V̄

)[V
],and

L
osses

[W
].

Scenario
3

-C
ase

1
Scenario

3
-C

ase
2

IntervalII
IntervalIII

IntervalIV
IntervalII

IntervalIII
IntervalIV

P
Q

V̄
P

Q
V̄

P
Q

V̄
P

Q
V̄

P
Q

V̄
P

Q
V̄

PC
C

-45320
775

234
-46520

813
234

-4423
752

234
-47970

3474
234

-51380
6028

234
-45500

2470
234

nd-D
E

R
1

8399
90

242
8328

91
243

8385
95

243
8375

82
243

8398
87

243
8399

89
243

nd-D
E

R
2

0
0

243
6277

65
243

6647
72

243
0

0
243

5573
57

243
7149

79
243

nd-D
E

R
3

0
0

242
1943

17
243

12590
138

243
0

0
243

2353
27

243
12600

134
243

nd-D
E

R
4

9274
97

243
7403

83
243

5651
61

243
8547

91
243

6094
60

243
6537

74
243

nd-D
E

R
5

12530
131

241
12560

138
243

12500
137

241
12520

125
241

12530
132

241
12510

132
241

d-D
E

R
1

0
0

238
0

0
239

0
0

238
0

0
238

0
0

238
0

0
238

d-D
E

R
2

20210
213

243
18810

197
243

0
0

242
20360

214
243

18690
195

243
0

0
242

d-D
E

R
3

-3566
42

243
-7216

75
243

-76
0

243
-109

2637
243

-213
5066

243
-81

1680
243

L
osses

684
720

674
791

957
730



6.3. Coordinated Overvoltage Control Fully Exploiting Energy Resources 193

Scenario 1 (i.e., in Fig. 6.13), since less active power was injected into the MG by
the nd-DERs, and no reactive power was processed by the d-DERs, lower losses were
obtained. However, this occurred at the expense of having d-DER1 not contributing to
voltage regulation, which would not occur with the proposed automatic scheme.

The results during Interval III in Fig. 6.15 reiterate the above-mentioned dis-
cussions. As nd-DER2 and nd-DER3 were initiated to inject nominal active power,
voltages tended to rise above V̄ lim. Yet, as nd-DER1 and nd-DER5 were closer to
the DST, they did not suffer APC. Nevertheless, the Volt/Watt control performed by
the remaining DERs caused nd-DER3 to only to process 16% of its nominal energy
generation capability. Besides, it can be seen in Table 6.4 that nd-DER2, nd-DER4,
and d-DER2 curtailed approximately 21%, 7.5%, and 6% of their energy generations,
respectively.

To conclude the simulation results for the pure Volt/Watt control, Interval IV in
Fig. 6.15 shows that, when d-DER2 was disabled, nd-DER3 was able to reduce APC
to practically zero. Besides, less absorption of active power was required from d-DER3
to maintain compliant voltage profiles. However, APC still occurred for nd-DER2 and
nd-DER4, and d-DER1 still did not participate on voltage regulation.

For the final simulated scenario (i.e., Case 2), which is presented in Fig. 6.16 and
in Table 6.4, pure local Volt/VAR control was considered for d-DER1 and d-DER3, as
given by Fig. 6.9. The non-dispatchable inverters (i.e., all nd-DERs and d-DER2) still
presented pure Volt/Watt control locally implemented. This case is shown because it
contrasts to Scenario 1 in Fig. 6.13, in which d-DERs provided coordinated Volt/VAR

Figure 6.16: Simulation results for Scenario 3: MG operation considering pure local Volt/VAR
control. From top to bottom: Average voltages for the PCC (V̄ Grid) and DERs (V̄ DERj), and
collective currents for DERs and the PCC (IGrid

col is divided by 2.5).
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instead of local voltage control. Again, four intervals were simulated for this local
perspective.

In general, the results for Case 2 (i.e., Fig. 6.16) were similar to the ones in Case
1 (i.e., Fig. 6.15), indicating that concomitant Volt/Watt and Volt/VAR local controls
were able to tackle overvoltage. For instance, Table 6.4 shows that during all intervals
for Case 2, when a small portion of d-DER3’s nominal capability was employed in
Volt/VAR actions, its operation significantly supported voltage regulation. However,
APC always occurred for some nd-DERs during each of the simulated intervals. An
overall reduction in energy generation of 6%, 25% and 12% was obtained for the MG
during Intervals II, III, and IV, respectively. Moreover, d-DER1 did not process active
or reactive power at any interval, even though its local Volt/VAR control was enabled.

Such results demonstrate that the proposed automatic overvoltage control scheme
allows us to exploit all DERs able to communicate with the MGCC, in contrast to
classic strategies based on pure local voltage regulation. Consequently the voltage
regulation burden of the MG can be balanced over all available inverters, and APC
can be reduced even for nd-DERs not comprising a communication interface. One
drawback, however, is that losses are generally higher for the proposed method. This
occurs because: i) the method allows higher penetration of distributed generation,
which results in higher currents flowing through line impedances; and ii) even DERs
far from the nodes most susceptible to suffer overvoltage participate on Volt/VAR or
Volt/Watt actions. For example, comparing Interval III from Fig. 6.13 with the one
from Fig. 6.15, which is the worst scenario attained during simulations, losses were
approximately 4.6 times higher for the automatic scheme. However, it is reiterated
that, in LV grids, higher losses are usually a natural consequence of surplus energy
injection not consumed by loads.

6.3.3 Experimental Results

Herein, the experimental results aim to demonstrate that the proposed automatic
voltage regulation scheme can tackle overvoltage conditions in real-life applications.
The main single-phase MG prototype shown in Fig. 4.2 was used once more, con-
sidering that the three DERs? were operating. For instance, nd-DER?

1 operated con-
stantly injecting 950 W, without Volt/Watt locally implemented, being responsible for
causing voltage rise internally to the MG. On the other hand, d-DER?

1 and d-DER?
2

operated coordinated by the GCBC strategy, implementing the proposed voltage reg-
ulation scheme. All loads were switched off during experiments to facilitate voltage
rise. A digital voltage meter [204] was used to measure and datalog voltages at several
locations of the MG (see Fig. 4.3).

For the following results, the voltage threshold determined for stating overvoltage
condition (i.e., V̄ lim) was set to 130 VRMS. Yet, d-DERs? exchanged information
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with the MGCC based on a rate of 16.66 ms. The experimental results are divided
into three intervals: at Interval I) only nd-DER?

1 injected active power; at Interval II)
d-DERs? began to mitigate overvoltage according to the proposed automatic control;
and at Interval III) a voltage step was applied by the grid emulator, abruptly raising the
MG voltages. The experimental voltage profiles for the nodes of interest are shown in
Fig. 6.17(a), and transitions between the intervals are illustrated in Fig. 6.17(b). The
steady state operation is shown in Figs. 6.17(c) to 6.17(e) for Intervals I, II and III,
respectively. It is highlighted that experiments considered δ1⊥ = 0.1.

Interval I in Fig. 6.17(a) presents the voltage profiles when nd-DER?
1 operated

alone. One can observe the impact in voltage rise caused by the active power injection
from nd-DER?

1, as the nominal voltage of the MG was 127 VRMS and all nodes were
above such value. Such an operation led some of the MG nodes to be close to the
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Figure 6.17: Experimental results for automatic overvoltage regulation. (a) RMS voltages of
the MG nodes comprising inverters; (b) Experimental results of the three intervals tested; (c)
Zoom-in-view of Interval I; (d) Zoom-in-view of Interval II; (e) Zoom-in-view of Interval III.
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voltage threshold V̄ lim (e.g., as in the case of the PCC and d-DER?
1), whereas the

other two locations (i.e., nd-DER?
1 and d-DER?

2’s nodes) presented voltages above the
expected limit. It can also be noted from Figs. 6.17(b) and 6.17(c) that d-DER?

1 and
d-DER?

2 were not processing any currents at this instant. As a consequence, mainly
active current was dispatched from the MG to the upstream grid (see the 180o phase
shifted current at the PCC).

At the beginning of the Interval II, the GCBC was enabled, allowing d-DERs? to
operate according to the scheme of Fig. 6.11. Since such inverters were initially id-
ling, they had nominal capability available to perform Volt/VAR. Thus, observe in Fig.
6.17(b) that the d-DERs? started to iteratively increase the reactive current dispatch
of the MG at each control cycle. This operation occurred smoothly, without causing
undesired transients, neither for any voltages in the MG, nor for currents. Moreover,
Fig. 6.17(d) shows that the PCC current was lagging in relation to the PCC voltage,
which indicates that reactive current dispatch was incorporated into the MG operation.

Since d-DER?
1 and d-DER?

2 processed 3.08 ARMS and 3.84 ARMS, respectively, it is
indicated that proportional current sharing occurred. Therefore, even when performing
overvoltage control, the inverters reached a proportion ratio of rdDERs? = 1.24, which
is fairly close to the expected 1.33 value. Most importantly, Fig. 6.17(a) shows that the
voltages at all measured nodes were below V̄ lim. This indicates that the strategy was
capable of tackling the overvoltage condition, without impacting on the active current
injection performed by nd-DER?

1. For instance, comparing Figs. 6.17(c) and 6.17(d),
one can note that nd-DER?

1 practically injected the same current.

Lastly, a more challenging scenario was tested on the MG. At the beginning of
Interval III, an abrupt voltage step to 133 VRMS was applied to the upstream grid,
emulating a quick voltage rise during the voltage regulation provided by the proposed
automatic scheme. From Fig. 6.17(a), it can be noted that a significant voltage rise
occurred at all nodes of the MG, leading most of them to overvoltage conditions. Nev-
ertheless, after sensing such a voltage rise at different nodes, the GCBC smoothly
increased the reactive current dispatch supported by d-DER?

1 and d-DER?
2, as shown

in Fig. 6.17(b). As a consequence, after approximately 2 s, the voltage profiles of the
MG were adjusted (see Fig. 6.17(b)).

The result in Fig. 6.17(e) shows that d-DERs? increased their reactive current dis-
patch (see their lagging currents), also indicating that nd-DER?

1 practically maintained
its active current injection. Thus, the coordinated operation allowed us to regulate
voltage profiles without requiring the implementation of power curtailment at nd-
DER?

1. During this case, d-DER?
1 and d-DER?

2 processed 9.83 Apk and 12.98 Apk,
respectively, reaching an adequate proportion ratio of 1.32. Finally, the MG voltages
presented in Fig. 6.17(a) prove that all nodes were below V̄ lim, ensuring overvoltage
mitigation.
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However, it is highlighted that, since d-DER?
2 was the inverter presenting higher

power capability and it was placed at the terminal point of the feeder, its voltage was
the one most affected by the coordinated reactive power dispatch. Thus, for cases
in which undervoltage thresholds are reached, this inverter should have its current
injection constrained to avoid exceeding operational limits. This condition can also
typically be avoided if concepts of fair control [205] were integrated into the GCBC, as
d-DERs? would contribute to voltage regulation proportionally to their PoC voltages.

6.4 Distributed Compensation of Unbalanced Currents
LV grids and MGs commonly present diversified scenarios of loads and DERs,

requiring flexibility from coordinated control strategies, as multiple operational pur-
poses are needed at different instants. Among such scenarios, the existence of current
or voltage unbalance is a probable condition, since three-phase MGs can incorporate
single-phase, two-phase, and asymmetrical three-phase loads. Besides, the presence
of single-phase DERs arbitrarily connected to three-phase [68] grids is also a com-
mon cause of asymmetries. From a power quality perspective, unbalances in voltages
and currents ought to be avoided whenever possible, as they may increase losses, cause
stress on transformers, also resulting in neutral currents for three-phase four-wire grids,
and many other complications [206].

Due to the importance of achieving mitigation of unbalances in MGs, several ap-
proaches have been proposed to steer inverters to that purpose [206, 207]. In [208],
a decentralized method is presented for compensation of voltage unbalance, being in-
tegrated to a damping strategy that operates in specific P-V droop regions, in which
inverters act as resistors in relation to the negative- and zero-sequence components.
However, harmonic compensation is not supported by [208], and the MG power dis-
patchability is not addressed. Besides, extraction of sequence components is, in gen-
eral, compromised due to noise and harmonic distortions [209].

Another decentralized approach relying on decomposition of negative sequence
components is found in [210], steering DERs as virtual synchronous generators and
based on model predictive control, presenting similar limitations to [208]. A two-
layer hierarchical strategy coordinates four-leg DERs to compensate for unbalances in
[211], based on single-phase droop control, as well as on three independent second-
ary controllers. Such a proposal uses virtual impedance loops and needs to extract
negative and zero sequence components of voltages. In addition, distributed harmonic
compensation is not addressed in [211], and the use of the virtual impedance concept
may limit the power output capacity of DERs [212].

A power-based approach in [71] coordinates both single- and three-phase invert-
ers to mitigate current unbalances, also achieving accurate power sharing and power
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flow control at the MG PCC. However, a three-phase three-wire topology is aimed at
in the method, and concomitant harmonic compensation is not realizable. Coordin-
ated unbalance mitigation in four-wire MGs based on the Conservative Power Theory
(CPT) [45] is proposed in [213], not requiring decomposition of sequence compon-
ents, consequently enhancing the robustness of the coordinated operation of inverters
under distorted voltage conditions.

The authors of [213] use droop control and virtual impedance shaping, along with
the balanced and unbalanced current parcels defined by the CPT, for steering voltage-
controlled DERs. Although the CPT’s unbalanced current definition is adopted [45],
such a term is controlled as a single component that considers the contribution of both
active and reactive unbalance currents [45], not addressing the flexibility to provide de-
coupled compensation of unbalanced conductances and susceptances. The CPT is also
adopted in [214], relying on a four-layer hierarchical architecture and a supervisory
controller for load sharing purposes. The strategy uses instantaneous electrical quant-
ities, also not offering current sharing capabilities according to the proportional ratings
of DERs. Additionally, load currents need to be directly measured in [214], which
makes implementation difficult in MGs with multiple nodes and dispersed loads.

As can be noted from the literature, the CPT presents interesting features when the
purpose of unbalance compensation is intended for the MGs [207]. Thus, herein, con-
cepts from the CPT are considered, aiming at providing a framework for the GCBC
strategy to also support distributed compensation of unbalanced currents in MGs. The
resulting coordinated control approach compensates unbalance currents without re-
quiring decomposition of sequence components, nor the implementation of virtual
impedance loops. Moreover, reduction of neutral currents is inherently achieved in
four-wire MGs, while proportionally steering DERs.

6.4.1 Distributed Compensation of Unbalanced Currents based on the
CPT

The mathematical formulation of the CPT [45] is presented in Appendix A.1 and,
for the scope of this thesis, its three current parcels are of interest. Given a generic
electric circuit composed of m phases, and comprising instantaneous phase voltage vm
and line current im, the three parcels defined by the CPT are the active (iam), reactive
(irm) and void currents (ivm). This first current term (i.e., iam) relates to the active
power transfer from source to load. The second parcel (i.e., irm) characterizes the
reactive power circulation at that particular section of the electric circuit, and the third
parcel (i.e., ivm) indicates distortion components that are present either in voltage or
current.

Most importantly, for what concerns unbalance compensation, the CPT definitions
allow the terms iam and irm to be further decomposed in time domain into balanced
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and unbalanced currents, which herein use the superscripts "b" and "u", respectively.
For instance, the active current of a phase m can be re-written as Eq. 6.5, whereas the
reactive parcel is given by Eq. 6.6.

iam(t) = ibam(t) + iuam(t) (6.5)

irm(t) = ibrm(t) + iurm(t) (6.6)

Based on the definitions in Eqs. 6.5 and 6.6, the CPT provides a means to identify
unbalanced currents resulting from unequal phase conductances (i.e., iuam), as well as
from unequal phase susceptances (i.e., iurm). Therefore, if a control strategy is capable
of steering one or multiple inverters to suppress the terms iuam and iurm at a certain
section of an electric circuit, the behavior of balanced conductances and susceptances
are obtained, respectively [42, 215].

Let us now recall the GCBC strategy, particularly the calculations performed at the
MGCC when the MG load currents (i.e., ILh||m and ILh⊥m

) are reconstructed during a
control cycle "k" by Eqs. 3.9 and 3.10. From the CPT definitions, one can under-
stand that within the fundamental components of the reconstructed load currents (i.e.,
IL1||m and IL1⊥m

) two terms exist: i) one corresponding to balanced active and reactive

currents, namely IL(b)
1||m and IL(b)

1⊥m
; and another one respective to the unbalanced terms,

namely IL(u)
1||m and IL(u)

1⊥m
. Thus, at a given control cycle, the loads’ active and reactive

peak currents can be re-written as in Eqs. 6.7 and 6.8.

IL1||m(k) = I
L(b)
1||m (k) + I

L(u)
1||m (k) (6.7)

IL1⊥m
(k) = I

L(b)
1⊥m

(k) + I
L(u)
1⊥m

(k) (6.8)

A direct consequence of this current decomposition is that, if the MGCC can split
I
L(b)
1||m and IL(u)

1||m , as well as IL(u)
1||m and IL(u)

1⊥m
, the GCBC strategy can support distrib-

uted compensation of unbalanced currents. Such a functionality is integrated into the
GCBC by adjusting the reference currents I∗1||m and I∗1⊥m

, according to Eqs. 6.9 and
6.10. Note that only balanced fundamental currents will result at the PCC, if the other
current terms are shared by the DERs. Moreover, the distributed compensation of un-
balanced currents can be performed individually for the in-phase and quadrature terms,
leading to decoupled balancing of conductances or susceptances at the PCC, if IL(u)

1||m

or IL(u)
1⊥m

tackled, respectively. Lastly, note that the constants γNa and γNr (i.e., with
range of [0,1] ∀ ∈ IR) further allow the possibility to compensate unbalances partially,
if desired. Such a feature might be interesting in scenarios in which DERs operate
close to their nominal capability, such as in [216] and [217].

I∗1||m(k + 1) = I
L(b)
1||m (k) + (1− γNa) · IL(u)

1||m (k) + IGrid∗
1||m (k + 1) (6.9)
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I∗1⊥m
(k + 1) = I

L(b)
1⊥m

(k) + (1− γNr) · IL(u)
1⊥m

(k) + IGrid∗
1⊥m

(k + 1) (6.10)

Therefore, in order to incorporate the purpose of unbalance compensation into the
GCBC strategy, a procedure based on the CPT is presented in Fig. 6.18. Such a
scheme, which is only processed at the MGCC, allows us to decompose balanced and
unbalanced current parcels, which can be used to obtain current references for the
GCBC. Since the CPT is defined in time-domain, to perform its decomposition, the
instantaneous load currents being drawn within the MG must be estimated. For such
an estimation, the quantities obtained from DERs at the beginning of the control cycle
"k" are used, along with the current measurements from the PCC (iGrid

m ).

Relying on the premise that voltage phase shifts are negligible at the MG, the
total m-phase instantaneous current from DERs (iDERt

m ) can be reconstructed based
on vGrid

m . Thus, from Kirchhoff’s current law, the instantaneous load currents (iLm)
can be calculated. In possession of iLm, the CPT can be straightforwardly calculated,
and its current terms can be decomposed. If the peaks of the balanced and unbalanced
active and reactive currents are calculated, the terms IL(b)

1||m and IL(u)
1||m , as well as IL(u)

1||m

and IL(u)
1⊥m

are finally attained for further use in the GCBC approach.
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Figure 6.18: Incorporation of the CPT’s unbalanced currents into the GCBC strategy.

6.4.2 Simulation Results

Simulation results are herein presented to demonstrate the features of the GCBC
strategy with regard to the proposed distributed compensation of unbalanced currents.
Two main simulation scenarios are presented, considering that unbalanced loads exist
in the MG: i) the first one shows how the GCBC strategy operates, according to the
classic formulation presented in Chapter 3 (i.e., without unbalance compensation cap-
ability); and ii) the second scenario shows the MG operating with the scheme proposed
in Section 6.4.1 (i.e., with capability to compensate unbalances). The variables γNa

and γNr are considered to be 0.0, unless stated otherwise.
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To constitute the scenario of a LV system with dispersed unbalanced loads, the main
MG testbench used for simulations (i.e., the one in Fig. 3.1) is slightly modified. All
loads previously explained in Section 4.2.1 are removed from the MG, and replaced
by the loads described in Table 6.5. Thus the MG presents linear and non-linear loads,
knowing that the former elements present different configurations.

For the sake of simplicity, only the previous three d-DERs are considered to op-
erate during the following results, maintaining their original locations at the MG.
Moreover, in order to demonstrate all the features related to the unbalanced compens-
ation strategy, the d-DERs are simulated as three-phase four-leg inverters, instead of
the three-phase three-leg topology. This is performed because three-phase three-leg
inverters are not capable of compensating zero-sequence components circulating in
four-wire circuits [129]. These four-leg DERs are simulated with inductive output fil-
ters, using PRep current regulators, with parameters shown in Table 6.5. As in previous
simulations, the GCBC strategy considers communication occurring at each cycle of
the 50 Hz line frequency (i.e., 20 ms), and harmonics from the 3rd to the 13th orders
are tackled.

The results of the first scenario are presented in Figs. 6.19 and 6.20. Four intervals
are considered during simulations. During Interval I, the d-DERs are idling, and only
load currents are seen at the MG PCC. For the second interval, DERs are enabled to
share active and reactive currents. At Interval III, reactive and harmonic currents are
shared, and full current control is shown at the last interval. Such results are shown to

Table 6.5: Loads and control parameters adopted for the MG testbench in Fig. 3.1.

Loads Apparent Power (A)

LB11
Abc = 8.0 kVA
with PF = 1.0

LB15 (Y-formed with connection to neutral conductor)
[Aa, Ab, Ac] = [2.4, 3.2, 4.0] kVA

with PF = 0.85

LB16 (Y-formed with connection to neutral conductor)
[Aa, Ab, Ac] = [2.4, 3.2, 4.0] kVA

with PF = 0.75

LB17
Ac = 0.78 kVA
with PF = 0.85

LB18 (Y-formed with connection to neutral conductor)
[Aa, Ab, Ac] = [0.8, 1.6, 2.0] kVA

with PF = 0.85

Non-linear Loads: NL1, NL2, NL3
‡

1.5 mH, 2.35 mF, 62 Ω
(AC side inductor, DC side capacitor and resistor)

d-DERs L Filters and Control Parameters

Inductor (per-phase): Li 3.0 mH
PRep controller: KP and Kf gains 0.28 and 0.26 p.u.

‡NL3 is disconnected.
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Figure 6.19: Simulation results: GCBC without the proposed compensation of unbalanced
currents. Interval I: only loads operating; Interval II: d-DERs sharing fundamental currents;
Interval III: d-DERs sharing reactive and harmonic currents; Interval IV: d-DERs sharing all
load currents. From top to bottom: PCC voltages and currents, d-DER1 currents.

Harm. Order Harm. Order Harm. Order Harm. Order

Figure 6.20: Harmonic spectrum of the PCC currents in Fig. 6.19.

briefly demonstrate that, if unbalanced loads or DERs exist in the MG, the formulation
of the GCBC strategy presented in Chapter 3 does not allow us to achieve balanced
currents at the PCC.

At Interval I, one can note that, despite the fact that the grid voltages were si-
nusoidal, the PCC currents were highly distorted and presented significant unbalance
among the phases a, b, and c. In addition, a current with considerable amplitude cir-
culated at the PCC. The GCBC strategy was enabled at the beginning of Interval II,
allowing the fundamental currents to be shared by the DERs. Observe in Fig. 6.20 that
the harmonic selectivity of the GCBC is not affected by unbalances. It is interesting
to note that, even though the loads were unbalanced, both the active and reactive cur-
rent terms were shared by the d-DERs (see that d-DER1’s currents were unbalanced),
resulting in the fact primarily harmonics flowed through the PCC. Hence, the GCBC
strategy was able to detect the amplitudes of the active and reactive currents at the
PCC, for the three independent phases.
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Nevertheless, in Interval III the inherent limitation of the GCBC is evidenced. By
commanding DERs to share the reactive and selected harmonic currents, the currents
at the PCC became low distorted during steady state condition, although they were
unbalanced. This occurred because the GCBC, implemented as in Chapter 3, can-
not distinguish between balanced and unbalanced current terms. Thus, if unbalanced
conductances or susceptances exist in the MG, the resulting PCC currents will be un-
balanced if the active or reactive terms are not shared by the DERs, respectively. Fig.
6.20 shows that, even though the amplitude of the fundamental terms decreased due
to the compensation of reactive currents, the unbalanced active currents remained un-
changed.

At Interval IV, it also proved that all selected current terms can be shared by the
DERs, if desired (see Figs. 6.19 and 6.20). The GCBC approach does not allow us
to achieve only balanced currents at PCC, if unbalances exist, but all currents can be
provided by the DERs without losing effectiveness in current sharing. Yet, since a
per-phase analysis is performed by the method, proportional current sharing can be
obtained independently for each phase.

Now, the second scenario is presented, in which the proposed scheme for distrib-
uted compensation of unbalanced currents is incorporated into the GCBC strategy.
Simulation results are provided in Fig. 6.21, considering the same first interval presen-
ted in Fig. 6.19. A quantitative baseline is presented for this interval in Table 6.6, in
which it is seen that significant amounts of active, reactive, distortion, and unbalanced
(N) powers were measured at the PCC. It is reinforced that such power terms are given
by the CPT, and can be calculated as shown in Appendix A.1. Yet, a low power factor
was calculated for the PCC during this case, being 0.88.

At the beginning of Interval II, the distributed unbalance compensation provided by
the proposed method is demonstrated. During this case, the balanced reactive, as well
as the unbalanced active and reactive currents decomposed by the CPT were demanded
to be shared by the d-DERs. The zoom-in-view of this case in Fig. 6.21 shows that the
resulting PCC currents became practically balanced when in steady state (see that the
fundamental bars in the harmonic spectrum for this case presented similar amplitudes).

Table 6.6: Steady state powers and PF at the PCC for Fig. 6.21.

Interval I Interval II Interval III Interval IV

A [kVA] 41.42 36.99 36.48 5.21
P [kW] 36.83 36.58 36.47 -0.2
Q [kVAR] 13.94 0.03 0.03 0.82
D [kVA] 5.63 5.47 0.87 0.66
N [kVA] 11.52 0.27 0.24 5.08
PF 0.88 0.98 0.99 0.00
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Figure 6.21: Simulation results: GCBC with the proposed compensation of unbalanced cur-
rents. Interval I: only loads operating; Interval II: d-DERs sharing reactive and unbalanced
currents; Interval III: d-DERs sharing reactive, unbalanced, and harmonic currents; Interval
IV: d-DERs sharing reactive, harmonic, and 60% of unbalanced currents. From top to bottom:
PCC voltages and currents, d-DER1 currents.

Additionally, currents and voltages were in-phase at the PCC, even though distortions
were not mitigated.

Table 6.6 also indicates that the circulation of reactive and unbalances compon-
ents were practically mitigated at the PCC, as small values were obtained for them.
Yet, such an operation occurred without affecting P and D, providing that decoupled
compensation was performed. From the d-DER1’s currents, it is also evidenced that
inverters operated unbalanced, processing three-phase currents, as well as neutral cur-
rents. This operation caused practically null circulation of neutral currents at the PCC.
The collective currents for d-DER1, d-DER2 and d-DER3 were 18.90 A, 10.82 A and
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18.83 A, respectively. Thus, it is indicated that proportional current sharing was at-
tained, as the proportion ratio was 1.74 (i.e., between d-DER1 and d-DER2, as well as
between d-DER3 and d-DER2), and the expected value was 1.75.

During the next stage (i.e., Interval III), sharing of the selected harmonic currents
was added to MG operation. As a consequence, the resulting PCC currents became
practically balanced. Note from the zoom-in-view and harmonic spectrum in Fig.
6.21 that such currents presented similar amplitudes, certifying an effective distributed
compensation of the unbalanced currents. Moreover, since the PCC currents became
in-phase and low-distorted, it is demonstrated that the MG operated as a balanced
resistor, as seen from the upstream grid perspective. Thus, note that the proposed
distributed compensation of unbalanced currents can also be interpreted as an ancillary
service for grid support functions, which is able to be traded in transactive markets.

The quantitative analysis provided in Table 6.6 shows that mostly active power was
measured during Interval III, which led the MG PCC to operate under a high power
factor (i.e., PF = 0.99). The collective currents processed were 19.96 A, 11.47 A
and 20.00 A, respectively for d-DER1, d-DER2 and d-DER3, leading to a proportion
ratio of 1.74 (i.e., between d-DER1 and d-DER2, as well as between d-DER3 and d-
DER2). Hence, such results demonstrate that the proposed scheme for compensation of
unbalanced currents was integrated to the GCBC strategy, thus allowing it to maintain
all of its previous operational features.

A final experiment is depicted in Interval IV, in which the variables γNa and γNr

were set to 0.4. This case represents a scenario in which only 40% of the unbalanced
active and reactive currents parcels are desired to flow through the PCC, allowing d-
DERs to share the remaining 60% of such currents. In Fig. 6.21, it becomes evident
that the PCC currents were unbalanced, causing currents to flow through the neutral
conductor. Such a feature occurred without losing effectiveness in current sharing of
the other components. For instance, the current spectrum in Fig. 6.21 shows that
most of the harmonic components were compensated. Lastly, the quantities presented
in Table 6.6 show that an overall amount of 5.08 kVA remained at the PCC for the
unbalance power N. This amount represents 44% of the amount calculated for the
initial stage, indicating that the GCBC strategy was able to adequately compensate
approximately 60% of the unbalanced currents, as set by imposing γNa = γNr = 0.4.

6.4.3 Experimental Results

The experimental results herein validate the capability of the GCBC strategy to
steer inverters for the purpose of achieving distributed compensation of unbalanced
currents. For the following results, a third MG prototype is introduced, being com-
posed of a three-phase four-wire (i.e., three-phase plus neutral) electric circuit, which
presented a similar operational layout to the main single-phase prototype (i.e., Fig.



206 Advanced Control Functionalities for Enhanced Microgrid Operation

(c)

vPCCa
iPCCa

iPCCb

iPCCc

Control

Station

F28379D DSP

+ PWM Boards

DER1
3ph

DER2
3ph

DC 

source 1DC 

source 2

Three-phase

Load

L filters

(b)
Power Circuit + 

Sign. Conditioning

iPCCavSa

vSb

vSc

Phase a
PCC

16 Ω 

iPCCb

iPCCc

Zline3

Phase b

Phase c

Neutral

DER1 DER2

(a)
Zline3

Zline3

Zline3

3ph 3ph

142 Ω 

10ms/div

10A/div 

(a, b, c)

250V/div

Unbalance

Load

Figure 6.22: Three-phase MG prototype used for experiments of unbalance compensation.
From top to bottom: (a) MG circuit; (b) picture of the prototype; and (c) Phase a voltage and
three-phase currents at the PCC considering the unbalanced load.

4.3). The MG circuit and a picture of the prototype are shown in Fig. 6.22. The
REGATRON® grid emulator once again played the role of the upstream grid, indic-
ating that the MG operated under grid-connected mode during the following experi-
ments. The nominal phase-to-neutral voltage of the MG was set to 127 VRMS at 60 Hz.
Yet, line impedances (i.e., Zline3 = 0.11 + j.10−3) connected the MG to the upstream
grid.

Such a MG comprised one three-phase balanced resistive load of 143 Ω, as well
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as an unbalanced resistive load of 16 Ω that was connected between phases a and b.
Moreover two DERs3ph were considered for experiments, both being based on three-
phase four-leg inverters [218], using only inductive output filters at each at leg (i.e.,
being 2.0 mH per leg). The nominal capabilities of the inverters were ADER3ph

1 =

5kV A andADER3ph
1 = 3.3kV A, and constant DC voltage sources were placed at their

DC buses, considering 500 VDC. A TMS320F28379D DSP from Texas Instruments®

was used to embed the PR current controllers of the DERs, the CPT algorithm, as well
as the GCBC strategy. The sampling and switching frequencies were 18 kHz, and
communication was emulated to be 16.66 ms (i.e., once per line cycle). As performed
during simulations, the GCBC strategy and current regulators controlled phases a, b,
and c, being the references for the neutral leg of the DERs calculated according to
Kirchhoff’s current law (i.e., i∗n = −1 · (i∗a + i∗b + i∗c)).

In Fig. 6.22(c) a first experimental result demonstrates the currents measured at
the MG PCC. It is visually evident that the load connected between phases a and
b caused a significant unbalance in currents. For instance, the amplitude of iPCCa

was approximately 10 times higher than the one from iPCCc , Moreover, having the
voltage from phase a as reference, it can be seen that the currents were phase-shifted,
indicating that active and reactive unbalanced currents were demanded from the grid.

The capability of the proposed distributed compensation is demonstrated in Fig.
6.23(a). As the GCBC strategy was enabled, the DERs3ph started to share the active
and reactive unbalanced parcels drawn by the loads. Note that the currents processed
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Figure 6.23: Experimental results for the distributed compensation of unbalanced currents.
From top to bottom: (a) Steady state PCC voltage and three-phase currents, and DERs’ cur-
rents; and (b) initialization of the results in (a).
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by DER
3ph

1 were unbalanced. In addition, the current sharing provided by the strategy
was proportional to the nominal capabilities of the inverters. Such a feature can be
evidenced by, for example, looking at the phase a currents from DER

3ph

1 and DER
3ph

2 ,
which were 4.92 ARMS and 3.25 ARMS, respectively. This thus indicates that a propor-
tion ratio of 1.51 was obtained, keeping in mind that the expected ratio was exactly
1.51 (i.e., ADER3ph

1 /ADER3ph
2 ).

Most importantly, the outcome of this coordinated operation of the inverters can
be visualized in the PCC quantities in Fig. 6.23(a). It is clearly noticed that such
currents became practically balanced (i.e., comparing to Fig.6.22(c)), indicating that
the targeted active and reactive unbalanced currents were adequately shared by the
DERs3ph. Besides, as a result of the distributed compensation provided by the strategy,
a null current flowed through the neutral conductor at PCC. Finally, it can also be seen
at phase a that the PCC current became practically in-phase with its respective voltage,
as the unbalanced reactive current parcel was supplied by the inverters.

A final remark is made with regard to the initialization of the GCBC strategy. In
Fig. 6.23(b) the related transient instants of the MG operation are demonstrated, until
the steady state condition of Fig. 6.23(a) was obtained. It can be seen that the coordin-
ation of the two inverters did not cause any overcurrents, at the PCC or at the DERs3ph,
and that steady state was achieved after approximately six fundamental cycles. If com-
pared to the previous experimental results shown within this thesis, it can be stated that
a similar performance was obtained for the MG operation, even when compensation
of unbalanced currents was not imposed as operational purpose.

6.5 Highlights for Optimal Coordination of DERs in AC
Microgrids

Management of AC MGs comprising multiple elements is a complex task, as many
operational objectives are usually desired to be pursued at the same time [219], even
though not all of them can be fully achieved. To more elegantly determine operation
setpoints for MGs, the formulation of optimization problems and their incorporation
into the coordination of inverters is an interesting alternative [52, 66, 150, 217, 220].
The benefits of employing optimal management in MGs are typically represented by
enhanced exploitation of DERs (e.g., higher energy generation), achievement of bet-
ter power quality indexes (e.g., higher PF), increased energy efficiency (e.g., smaller
power losses), and many others [221, 222].

Although the implementation of optimal approaches is an attractive option to
achieve enhanced MG operation, the formulation of objective functions for optim-
izing operational purposes is not trivial. Moreover, even when objective functions are
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adequately derived, it is imperative to determine which optimization algorithms will
be adopted to solve the optimal problem. A careful consideration of this choice is im-
portant because many algorithms might be applicable [223], but they present different
features with regard to the finding optimal solutions. Yet, one also needs to keep in
mind that algorithms usually need to fit within the requirements of control architec-
tures (e.g., processing time, computational burden, realistic use MG elements, etc.)
[224].

When strategies such as the GCBC strategy are used to coordinate DERs in MGs,
the derivation of the optimal problem becomes even more cumbersome, as the com-
plexity is proportional to the number of control purposes targeted. Thus, this section
aims to shed light on how an AC MG incorporating the GCBC strategy can take ad-
vantage of its formulation to derive objective functions for optimal management. More
specifically, given a set of optimization purposes (OPs), it is highlighted which of the
main variables of the GCBC approach would be most suitable for use. Five OPs are
herein considered, knowing that they incorporate generic aspects to be optimized when
an efficient and reliable MG operation is intended. The suggested usage of the GCBC
variables is presented in Table 6.7.

The first purpose (i.e., OP1) usually considered in optimal management of MGs is
related to energy exploitation. Since RESs and ESSs are vital elements in MGs and
they are tied to economic aspects, maximization of active power injection is commonly
devised [66]. Since the GCBC variable responsible for that concern is the term I1||m , it

Table 6.7: Suggested usage of the main variables of the GCBC strategy to implement optimal
approaches for MG control.

Optimization
I1||m I1⊥m

Ih||m √
∆Im Inomm

I1||maxm

Purpose (OP) Ih⊥m I1||stom

OP1
Energy

3 7 7 7 3 3
Exploitation

OP2
Economic

3 7 7 7 7 3
Benefit‡

OP3
Power Quality

3 3 3 7 3 7
Performance

OP4
Efficient

3 3 3 3 3 3
Usage of DERs

OP5
Ancillary

3 3 3 3 3 3
Services

‡Disregarding ancillary service provision.
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needs to be taken into account into the formulation of an objective function. Moreover,
it also important to incorporate the terms I1||maxm

and I1||stom , as they quantitatively
constraint the amount of active current that can be injected into the MG.

Economic dispatch of MGs is one of the main drivers of optimal management [24,
150]. This occurs because a MG manager undoubtedly desires to obtain as much profit
as possible from energy assets. For this purpose (i.e., OP2), active power export and
import are the main functionalities impacting on how much energy needs to be sold
or bought by the MG. Hence, the term I1||m is again the most important one, and
I1||maxm

represents the most ideal scenario of energy exportation. On the other hand,
I1||stom incorporates important features to minimize costs in energy imports, as the
MG management can consider to store energy according to electricity prices.

Some works in the literature [66, 225] also indicate that optimal management can
be applied to obtain improved power quality performance. Aspects such as reactive
power compensation, as well as mitigation of unbalances and harmonics, can be de-
vised in formulations targeting OP3. For the GCBC scenario, the terms I1⊥m , Ih||m
and Ih⊥m (i.e., for h > 1) can be adopted to derive objective functions, which would
usually target minimization of such quantities at a given node of the MG. In addition,
since the term I1||m can be adopted to tackle overvoltage conditions, it might also be
an interesting variable for optimization approaches.

During practical implementations, the exploitation of DERs is not always fully
achieved due to their limited power ratings or potentially intermittent energy genera-
tion features. Therefore, when inverters operate under limited capability, the formu-
lation of optimization problems can provide a means to extract as much as possible
from their functionalities. For instance, approaches similar to [216] and [217] allow us
to optimally allocate the remaining capabilities of inverters to desired functionalities
for the MG. This allows us to achieve efficient usage of their potentials, as desired for
OP4. Since the full exploitation of DERs is intended, all the GCBC variables gathered
in Table 6.7 should be taken into account of in the optimal problem, either participating
in the objective function, or being part of the formulated constraints.

Finally, ancillary services can be offered according to multiple goals internally or
externally to the MG (i.e., as discussed in Chapter 2). Thus, all GCBC variables can
also be considered to determine optimal setpoints for voltage/frequency regulation,
peak shaving features, reactive power dispatch, and many other actions.

Based on the above-mentioned discussions, it can be concluded that the GCBC
strategy can be incorporated into the optimal management of AC MGs, allowing us to
achieve enhanced operational aspects.
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6.6 Chapter Conclusions
In this chapter, advanced control functionalities have been presented, being integ-

rated into the GCBC strategy, aiming at achieving enhanced MG operation. Such
complementary functionalities can be employed to offer improved energy efficiency
and better power quality conditions internally, as well as externally, to the MG. For
instance, it has been demonstrated that, if the MG suffers from voltage distortions
propagated throughout distribution systems, its PCC can be shaped as a variable res-
istor, guaranteeing high power factor operation. Additionally, such resistive shaping
incorporates resonance damping features, which allow the possibility to increase the
stiffness of the MG.

A voltage regulation approach has been presented, allowing nd- and d-DERs to be
steered in synergy, integrating local and coordinated Volt/Watt and Volt/VAR actions.
Based on such a functionality, overvoltages can be automatically mitigated while sup-
porting an increased penetration of DERs, as power curtailment is avoided whenever
possible. Lastly, the CPT was integrated into the formulation of the GCBC strategy,
providing a means to support the compensation of unbalanced active and reactive cur-
rents, ensuring that the MG PCC operates as a balanced resistor. In addition, com-
ments were made in regard to how the GCBC strategy can used to incorporate optimal
features for the management of MGs.

All the control functionalities demonstrated in this chapter are supported without
losing the main properties of the GCBC strategy, guaranteeing model-free features and
plug-and-play capability. Furthermore, the proposed advanced functionalities can be
interpreted as energy services that can be traded in transactive interactions of the MG.
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Chapter 7

Conclusions

7.1 General Conclusions
In this thesis, a multi-purpose coordinated control strategy has been presented to

flexibly steer inverter-based DERs, focusing on the scenario of LV MGs participating
in transactive energy markets. Such a control approach, namely GCBC, relies on a
hierarchical architecture, and it uses a centralized unit (i.e. the MGCC) to adjust the
operation of inverters according to the desired MG operational goals.

The GCBC strategy is formulated based on the analysis of peak currents flowing
within the MG, and it presents a model-free feature, which provides a means to co-
ordinate DERs without previous knowledge of the MG’s physical parameters (e.g, line
impedances values). A synergistic interaction between both dispatchable and non-
dispatchable inverters is supported by the GCBC, guaranteeing that the strategy can
cope with realistic scenarios of LV MGs. In addition, the coordinated steering of DERs
allows the MG to achieve internal objectives, also offering operational functionalities
that support the energy planning of an upstream distribution grid.

The multifaceted perspective of transactive MGs was discussed in Chapter 2, point-
ing out their multiple possibilities of interactions in energy markets, under both finan-
cial and technical aspects. Besides this, a transactive control framework was presented
to clarify the participation of MGs as market players, as well as highlighting their
technical role in the scenario of cellular electric systems. Moreover, an extended out-
look on ancillary functionalities was discussed, situating MGs as key players in the
provision of grid-supporting energy services.

The infrastructure of the considered LV MG topology was presented in Chapter
3, explaining the scope of application of this thesis. The elementary local control
infrastructures of nd- and d-DERs were briefly presented, showing that they can offer
active power conversion from RESs or ESSs, and that smart inverters can also support
the provision of ancillary services. The three-layer hierarchical architecture of the
GCBC strategy was explained in detail, highlighting how the approach steers DERs,
as well as explaining how the MG interacts with external agents. Additionally, the
basic formulation of the GCBC strategy was also discussed, demonstrating that the
analysis of peak currents can offer current sharing capabilities for DERs, as well as
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showing that the MG can be controlled as a single dispatchable entity.

Multiple purposes of operation for the MG were exemplified in Chapter 4, by
means of simulation and experimental results. It has been demonstrated that the GCBC
strategy allows us to control inverters to pursue active and reactive current sharing, sup-
plying loads and alleviating the upstream grid from this burden. Moreover, the purpose
of achieving distributed and selective compensation of harmonic currents has been
demonstrated, by itself and while integrated into the control of fundamental currents.
Thus, beyond controlling inverters to compensate non-active currents, the GCBC of-
fers to the MG the possibility of operating under full self-consumption mode. Yet, as
intermittency is inherent to distributed generation systems, the strategy can cope with
variable generation profiles.

The MG power dispatchability has also been explored in Chapter 4, giving support
to the major transactive aspect of the MG, which is related to energy trading capability.
Both absorption and dispatch of active currents can be controlled at the MG PCC, as
long as DERs present sufficient energy generation and nominal capabilities to support
the intended goal. Yet, such a feature is conditional on the fact that MG contractual
constraints should always be obeyed, as well as compliance with grid codes. Further-
more, reactive power dispatch can be offered either independently or concomitantly to
active power control, giving more flexibility for the MG to sell energy services in trans-
active markets. Chapter 4 has also demonstrated that the MG functionalities offered by
the GCBC strategy are not affected by the features of line impedances, guaranteeing
that proportional sharing of currents occurs among DERs, in contrast to strategies such
as the conventional droop control.

Since LV MGs are usually weak systems, they are susceptible to operating under
non-ideal scenarios. Hence, Chapter 5 highlighted the particularities of the GCBC
approach when inverters operate under limited power ratings. Additionally, it has been
demonstrated that the strategy endures operation when voltages are highly distorted,
as well as that it presents voltage ride-through capabilities. Another interesting feature
related to the adoption of the GCBC strategy, particularly for homogeneous MGs, is
that it provides voltage quality improvement as an indirect outcome of the proportional
sharing of non-active currents. Finally, considerations on stability, communication
matters and power coupling are concluded in Chapter 5, indicating that the GCBC
presents operational concerns that, although not critical from a stability standpoint,
need to be taken into account prior to deploying the strategy.

Advanced control functionalities have been presented in Chapter 6, providing en-
hanced operational features for LV MGs. It has been demonstrated that, based on a
few adaptions of the GCBC strategy, the MG can be shaped to operate as a variable
resistor when voltage distortions exist, allowing high power factor operation at the
PCC, and supporting the damping of harmonic resonances. Voltage regulation has
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also been devised in Chapter 6, by means of an automatic approach that provides co-
ordinated Volt/Watt and Volt/VAR actions, allowing us to minimize the curtailment of
active power from nd-DERs. Finally, an approach based on the CPT was incorporated
into the GCBC, providing a means to achieve distributed compensation of unbalanced
active and reactive currents.

In summary, the overall conclusion of this thesis is that the GCBC strategy allows
the possibility of offering multiple functionalities for LV MGs. Both internal and ex-
ternal operational purposes of MGs can be considered while exploiting DERs, and the
integration of technical and market-related objectives can be taken into account. Thus,
the control approach can be seen as an innovative alternative to coordinate DERs in
MGs, contributing to the movement of the electric sector towards the implementation
of smarter grids.

7.2 Future Works
The following scientific aspects have been identified as prospective topics for future

works, aiming at expanding and giving continuity to the contributions found within this
PhD thesis.

a) Optimal regulation of the MG operation: Even though multiple operational pur-
poses can be offered by the GCBC strategy, MGs must dynamically adjust their
goals according to real-life oriented market indexes and energy generation fore-
casts [220]. Thus, optimal approaches [66, 217] can be devised to efficiently ex-
ploit the capabilities of DERs, steering them to better attend to the needs of the
MG. Multi-objective actions can be modeled for the MG, allowing the possibility
to optimize its internal usage of energy, as well as improving economic profitability
for prosumers and the MG manager;

b) MG power dispatchability supporting cellular electric systems: The coordin-
ated control strategy proposed in this thesis allows us to flexibly adjust the MG
power dispatchability, also shaping the PCC to emulate different behaviors for the
upstream grid. Consequently, the external interactions of the MG can be included
in the energy planning horizon of cellular electric systems (i.e., power systems
comprising multiple interconnected and supervised MGs, such as in cluster topo-
logies [52, 55]). Such operationality can to incorporate controllable provision of
distributed energy generation in an utility scale. Moreover, ancillary services can
be offered under the power system perspective, supporting voltage and frequency
regulation, congestion management, as well as power quality improvement;

c) Coordination of single- and three-phase DERs arbitrarily connected to three-
phase MGs: Although in this thesis simulation and experimental results only con-
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sidered either single- or three-phase inverters, LV MGs commonly present DERs
based on both topologies. Similarly to [68] and [71], the GCBC strategy can be ex-
tended to accommodate both single- and three-phase inverters in three-phase MGs
to support the sharing of fundamental currents. Additionally, distributed compens-
ation of harmonic currents using both inverter topologies, which has been rarely
studied in the literature, can be investigated based on the GCBC strategy;

d) Coordination of DERs under asymmetrical voltages: Asymmetries in voltages
often occur in weak grids, and the coordination of DERs should take that issue into
account. Further studies can conducted using the GCBC strategy to understand
how DERs can be steered to mitigate voltage unbalances, as well as to shape the
MG PCC to achieved different operational behaviors, such as the one of balanced
conductances or susceptances [148];

e) Redesign the GCBC strategy following a distributed control architecture:
Since the GCBC strategy relies on a centralized architecture, the existence of the
MGCC is unavoidable. Nevertheless, if the calculation required to attain control
references can be performed under a distributed architecture [226], multi-purpose
control can be supported without a central agent. Thus, improved reliability can be
achieved, as communication issues become less critical;

f) Fair voltage regulation: The automatic voltage regulation scheme proposed in
Section 6.3 coordinates d-DERs only proportionally to their nominal ratings and
generation capabilities. Consequently, the natural discrepancy occurring among
their voltage magnitudes, which is caused by voltage drops through line imped-
ances, is not taken into account. Hence, if the concept of fair overvoltage [205] con-
trol is incorporated to the GCBC strategy, all d-DERs (i.e., even those placed close
to the DST) can contribute to voltage regulation proportionally to their voltage
magnitudes. This feature would allow us to obtain a more equalized voltage profile
for all nodes of the MG.
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Appendix A

A.1 The Conservative Power Theory: Current
Decomposition and Power Terms

The Conservative Power Theory (CPT) is a time-domain power theory applicable to
single- or poly-phase electric systems with periodic quantities, being suitable for ana-
lyzing circuits under sinusoidal or non-sinusoidal conditions, as well as under symmet-
rical or asymmetrical voltage scenarios. Current and power components are decoupled
based upon the conservativeness of the active and reactive power terms.

The CPT’s definition of power terms and corresponding decomposed current par-
cels is thoroughly discussed in [45] and [227]. The most important definitions taken
into account within this thesis are as follows.

Considering instantaneous phase voltages (vm) and currents (im), the active power
(P) defined by the CPT in a three-phase circuit is given by Eq. A.1, where T is the
period of these signals.

P =
1

T
·
∑

m=a,b,c

∫ T

0
vm · im · dt (A.1)

P =
1

T
·
∫ T

0
(va · ia + vb · ib + vc · ic) dt (A.2)

The reactive power (Q) is similarly defined, being given by Eq. A.3, where v̂m is
the unbiased-time integral of voltage. Such a term v̂m is calculated by obtaining the
integral of vm and removing its mean value, as given by Eq. A.5, in which ωo is the
fundamental angular frequency.

Q =
ωo

T
·
∑

m=a,b,c

∫ T

0
v̂m · im · dt (A.3)

Q =
ωo

T
·
∫ T

0
(v̂a · ia + v̂b · ib + v̂c · ic) dt (A.4)
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v̂m =

∫ t

0
vm · dτ −

1

T
·
∫ T

0
vm · dt (A.5)

In possession of P and Q, the CPT decomposes the m-phase currents into ortho-
gonal terms, characterizing both balanced and unbalanced features. Moreover, a re-
maining component (namely, void), which stands for non-linearities in currents is also
defined. Considering the subscripts a, r, and v, respectively, for the active, reactive and
void terms, and the superscripts b and u for the balanced and unbalanced features of
such parcels, the instantaneous current decomposition of the CPT is given by Eq. A.6.
Note that Eq. A.6 allows us to obtain the void current of each m-phase, as in Eq. A.7.

im = iam + irm + ivm = ibam + ibrm + iuam + iurm + ivm (A.6)

ivm = im −
(
ibam + ibrm + iuam + iurm

)
(A.7)

By using the collective value (Vcol) of the RMS voltages, which is given by the Eu-
clidian norm [45] in Eq. A.8, along with P, the balanced active currents are calculated
according to Eq. A.10. Analogously, by calculating the collective value (V̂col) of the
RMS unbiased voltages with Eq. A.9, and using Q, the balanced reactive currents are
given by Eq. A.11. Under these definitions, the unbalanced active currents character-
ize the difference between the phase conductance and the equivalent conductance as
seen in Eq. A.12, where VRMSm and Pm are, respectively, the RMS m-phase voltage
and active power. Similarly, the unbalanced reactive currents can be obtained by Eq.
A.13.

Vcol =
√
V 2
RMSa

+ V 2
RMSb

+ V 2
RMSc

(A.8)

V̂col =
√
V̂ 2
RMSa

+ V̂ 2
RMSb

+ V̂ 2
RMSc

(A.9)

ibam =
P

V 2
col

· vm (A.10)

ibrm =
Q

ωo · V̂ 2
col

· v̂m (A.11)

iuam =

(
Pm

V 2
RMSm

− P

V 2
col

)
· vm (A.12)

iurm =

(
Qm

ωo · V̂ 2
RMSm

− Q

ωo · V̂ 2
col

)
· v̂m (A.13)

Lastly, the collective current (Icol) can be calculated based on the collective values
of all the CPT’s current parcels, as shown in Eq. A.14, due to the orthogonality existing
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among them. In addition, the unbalanced currents can be integrated into one current
parcel (Iucol), since (Iucol)

2 = (Iuacol)
2 + (Iurcol)

2.

I2
col = (Ibacol)

2 + (Ibrcol)
2 + (Iucol)

2 + (Ivcol)
2 (A.14)

The CPT also defines power terms that quantify the active, reactive, unbalance and
distortion quantities, being respectively termed as P, Q, N, and D. The terms N and D
are given by Eqs. A.15 and A.16, respectively, and the apparent power (A) can also be
calculated according to Eq. A.17.

N = Vcol ·
√

(Iuacol)
2 + (Iurcol)

2 = Vcol · Iucol (A.15)

D = Vcol · Ivcol (A.16)

A2 = V 2
col · I2

col = P 2 +Q2 +N2 +D2 (A.17)
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Appendix B

B.1 Complementary Information about the Main
Simulation Testbench

B.1.1 Pictures of the MG Implemented in MATLAB/Simulink
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Figure B.1: Overall layout of the main MG testbench used for simulation results.
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Figure B.2: Layout of the MGCC implemented for simulation results.
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B.1. Complementary Information about the Main Simulation Testbench 245

1
Refs_3ph_abc

Ki
[iLga_DER]

[iLgb_DER]

[iLgc_DER]

KPi Vabc_pu toGate

PWM_Generator_3leg

[PWM_DER]1

win

Kfrep

Fdft

-1

i +-

[Vdc_DER]v+
-

Idc_DER6

+

[iLga_DER]

[iLgb_DER]

[iLgc_DER]

i+ -

i+ -

i+ -

[PWM_DER]

+
i

+
-

v
+-

+
i

+
-

+
i

+
-

v
+-

v
+-

[vCfa_DER]

[vCfb_DER]

[vCfc_DER]

[iLia_DER]

[iLib_DER]

[iLic_DER]

i+ -

i+ -

i+ -

+

+

-T- -T- -T-

1
LegA

2
LegB

3
LegC

i+ -

i+ -

i+ -

Input

DC_plus

DC_minus

LegA

LegB

LegC

SPI_3leg

+
i

+
-

v
+-

-T-

[vCfn_DER]

4
Neutral

v
+-

v
+-

v
+-

[vnode_A]

[vnode_B]

[vnode_C]

win

Ki

KPi

Kf

Fdftok

iDER

iREF

ta

tb

tc

aux

PRepCurrentController

[vnode_abc]

[vnode_abc] -K-

+

+

+

[iCfa_DER]

[iCfb_DER]

[iCfc_DER]

Ki Kdamp

Figure B.4: Topology of an d-DER and its control loops implemented for simulation results.

B.1.2 Line Impedance Parameters

The line impedance parameters adopted for the simulation results, based on the
main MG testbench of Fig. 3.1, is presented in Table B.1.

Table B.1: Line impedance parameters for the MG testbench in Fig. 3.1.

Node Node R X Rneutral Xneutral Length
from to [Ω/km] [Ω/km] [Ω/km] [Ω/km] [m]

B1 B2 0.163 0.136 0.490 0.471 35
B2 B3 0.163 0.136 0.490 0.471 35
B3 B4 0.163 0.136 0.490 0.471 35
B4 B5 0.163 0.136 0.490 0.471 35
B5 B6 0.163 0.136 0.490 0.471 35
B6 B7 0.163 0.136 0.490 0.471 35
B7 B8 0.163 0.136 0.490 0.471 35
B8 B9 0.163 0.136 0.490 0.471 35
B9 B10 0.163 0.136 0.490 0.471 35
B3 B11 1.541 0.206 2.334 1.454 30
B4 B12 0.266 0.151 0.733 0.570 35
B12 B13 0.266 0.151 0.733 0.570 35
B13 B14 0.266 0.151 0.733 0.570 35
B14 B15 0.326 0.158 0.860 0.630 30
B6 B16 0.569 0.174 1.285 0.865 30
B9 B17 1.541 0.206 2.334 1.454 30
B10 B18 1.111 0.195 1.926 1.265 30
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B.1.3 Design of the PRep Current Controllers

The modeling of the proportional plus repetitive current regulators used for the
control of the inverters during simulations is summarily presented. Such an approach is
based on [103] and it provides the design of current controllers that track time-domain
references with zero steady state error. Moreover, such PRep controller is formulated
based on the internal model principle [228], and its block diagram is presented in Fig.
B.5.
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Figure B.5: Block diagram of the proportional repetitive (PRep) controller.

One can note that the controller (Ci) relies on two independent regulators; which
are one proportional controller (KPi), and one repetitive controller. The first can be
designed similarly to any other classic PI controller [102]. For instance, given an
open loop transfer function of a DER in s-domain (GOL(s)), and the transfer of a
PI controller (GPI(s)), one can obtain the proportional gain by calculating Eq. B.1,
knowing that KIi is the integral gain.

| GPI(s) ·GOL(s) |=|
(
KPi +

KIi

s

)
·GOL(s) |= 1 (B.1)

The repetitive controller, on the other hand, relies on the idea of summing up the
error reference (ei(l)) at the lth sampling interruption, with its delayed samples (e.g.,
e(l−1)). Consequently, note that a discrete implementation needs to be considered, as
represented by the zero-order-holder (ZOH) in Fig. B.5. A DFT-based implementation
of band-pass filters is implemented for this repetitive procedure, being designed based
on a Z-domain cosine transform, which is given by Eq. B.2.

FDFT (Z) =
2

N
·
N−1∑
i=0

∑
h∈Nh

cos

[
2π · h · (i+Na)

N

] · Z−1 (B.2)

In Eq. B.2, N stands for the filter window (i.e., number of samples in one cycle of
the fundamental frequency), andNh represents the set of selected harmonics processed
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by the band-pass filters. In addition, the variableNa is the number of delay steps of the
PRep controller, being usually chosen to be between one and three sampling periods
[103]. Finally, the gain Kf relates to the integral gain of PI controllers, affecting the
transient response and steady state performance of the repetitive regulator. Kf can be
calculated by Eq. B.3, in which noh · To is the desired transient response time of the
controller, and ws is the angular frequency of highest harmonic order of the filter.

Kf =
2.2

0.32 · noh · To · ws
(B.3)

B.1.4 Parameters of the Utility Interface Converter

The UI adopted to operate as a grid-interactive converter in Section 4.4.1 has its
control modeling and design thoroughly explained in [145] and [147]. However, to
provide an overview of its operation, its equivalent single-phase circuit and the simpli-
fied block diagram of its triple loop controller is presented in Fig. B.6.

The UI is a voltage-controlled converter, and its triple loop control relies on: i) a
fast inner current loop, which offers improved dynamic response (i.e., when compared
to classic VCM converters [11]), being usually designed with PRes, PRep, deadbeat,
or hysteresis controllers [99]; ii) an output voltage loop, which allows us to regulate the
voltage at the output capacitor of the UI, usually incorporating PRes or PI controllers
[99]; and iii) a slow outer current loop (ZiGrid

), offering precise control over the grid
current (i.e., active and reactive power setpoints can also be translated into current
references for this loop [71]).

During simulations, the UI was emulated by a three-phase ideal current source,
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Figure B.6: (a) Equivalent single-phase representation of the UI; and (b) Simplified block
diagram of the triple loop control of the UI.
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comprising parallel RC output filters with per-phase parameters equal to CUI =
470µF and RUI = 0.003Ω. A PI controller was used for the UI’s grid current loop,
and a PRes + integral (PIRes) controller [102], designed similarly to the explained in
Appendix C.1.2, was adopted for the voltage control loop. This resonant voltage con-
troller was tuned to the fundamental, additionally to the following harmonic orders:
2nd, 3rd, 4th, 5th, 7th, 9th and 11th. The gains of the controllers are shown in Table B.2,
considering current and voltage sensor gains of 1/350 [1/A] and 1/400 [1/V], respect-
ively.

Table B.2: Controller gain parameters of the UI.

PI (Grid Current Loop)

Proportional Gain 0.006
Integral Gain 0.006

PIRes (Voltage Loop)

Proportional Gain 8
Integral Gain 0.15

ah bh

h = 1 0.0015 1.999412
h = 2 0.0015 1.998672
h = 3 0.0015 1.997439
h = 4 0.0015 1.995715
h = 5 0.0005 1.993501
h = 7 0.0005 1.987608
h = 9 0.001 1.979777
h = 11 0.0005 1.970032



Appendix C

C.1 Complementary Information about the Main MG
Prototype

C.1.1 Circuit Layout and Digital Control Implementation

The single-phase MG prototype assembled as the main testbench for experiments,
which is seen in Fig. 4.3, has a more detailed presentation of its circuit in Fig.
C.1. Note that more details are provided about how the physical infrastructure of the
DERs? was implemented. All the three DERs? were built using power switches from
SEMIKRON®, based on a full-bridge topology (i.e., two-level inverter). Moreover,
d-DERs? were assembled with SKM 75GB128D IGBT modules and SKHI 23/12 gate
drivers, whereas the nd-DER? used SEMiX 403GB128Ds IGBT modules and Skyper
32PRO gate drivers. The maximum switching frequency allowed for these IGBT mod-
ules was 20 kHz, with VCES equal to 1200 V.

The digital voltage meter used was the one presented in [204], and it can be used
to datalog electrical quantities at different nodes of the MG. Additionally, this smart
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Figure C.1: Detailed implementation of single-phase MG prototype as the main setup for
experimental results in this thesis.
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meter is capable of processing a range of power theories, although this feature was not
used. With regard to the implementation of control algorithms, a detailed scheme is
presented in Fig. C.2. This figure summarizes the digital control logic embedded to
one of the F28335 DSPs, being responsible for managing the operation of d-DER?

1 and
d-DER?

2 in the MG. For the other control station, which was responsible for controlling
nd-DER?

1, a similar approach to Fig. C.2 was implemented, although the GCBC was
not considered since this inverter operated only based on local goals.
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Figure C.2: Control logic implemented on the F28335 DSP.

C.1.2 Design of the PRes Current Controllers

The proportional plus resonant current controllers implemented for the single-
phase MG setup are based on the design found in [102]. Similarly to the PRep control-
lers, PRes regulators are interesting because they are able to track periodic references
with zero steady state error. Moreover, in general, they present a lower computational
burden that PRep controllers, although they need to be tuned for each harmonic fre-
quency to be tracked. The block diagram of this PRes controller is presented in Fig.
C.3.

It can be noted that this regulator is also composed of two main elements, which
are the proportional controller (KPi) and the resonant controller. The former can be
designed as explained for the PRep controller, being calculated according to Eq. B.1.
On the other hand, the resonant controller is composed of a set of resonant filters tuned
at certain frequencies "h" of interest. As demonstrated in [102], the s-domain idealized
representation of this PR controller can be realized by Eq. C.1, in which H stands for
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Figure C.3: Block diagram of the proportional resonant (PRes) controller.

the highest harmonic order of interest.

GPRes(s) = KPi +
H∑
h

2 ·KIh · s
s2 + (h · wo)2

(C.1)

The variable KIh represents the integral gain adopted for each of the resonant fil-
ters, and it can be calculated according to Eq. C.2 [102]. Besides, the term noh · To is
again defined as the desired transient response of the controller, knowing that wo and
To are the angular frequency and time period of the fundamental frequency.

KIh =
2.2 ·KPi

noh · To
(C.2)

One important aspect about this PRes controller is that it needs to be discretized, in
order to be implemented in applications of digital control. Consequently, the Tustin’s
discretization method based on a bilinear transformation [124] can be used, allowing
us to obtain Eq. C.3, which represents the output of the PRes regulator (m). The
coefficients ah and bh of this discretized implementation of the PRes controller can be
calculated by Eqs C.4 and C.5, in which Ts is the sampling period.

m(Z−1) = ah·ei(Z−1)−ah·ei(Z−1)·Z−2+bh·m(Z−1)·Z−1−m(Z−1)+KPi ·ei(Z−1)
(C.3)

ah =
2 ·KIh · Ts

4 + (h · wo)2 · T 2
s

(C.4)

bh =
−8 + 2 · (h · wo)

2 · T 2
s

4 + (h · wo)2 · T 2
s

(C.5)
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