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Abstract—Aerial images of urban areas have been used as base information for a diversity of applications. Considering the great quantity of tall buildings in these areas, it is important to have a method to automatically generate a product called true orthophoto mosaic, which represents all objects above the ground (buildings, bridges, etc.) in their true location. However, to create a true orthophoto, it is necessary to consider the occlusions caused by the surface height variation and to compensate for the lack of information using adjacent aerial images. The automatic occlusion detection is the bottleneck during the true orthophoto mosaic generation. The main aim of this paper is to introduce a new approach for occlusion detection—the surface-gradient-based method (SGBM) applied to a triangulated irregular network (TIN) representation. The originality of the SGBM is the occlusion detection principle, which is based on the concept of surface gradient behavior analysis over a TIN surface. The current methods interpolate a point cloud into a gridded digital surface model, which can introduce artifacts to the representation. The SGBM represents the surface as a TIN-based solid by taking into account the Delaunay constraint in the original point cloud, avoiding the interpolation step. The occlusions are then compensated using specific cost functions and refined via color blending. Experiments were performed and the results were assessed by using quality indicators (completeness, the consistency of orthoimage mosaic, and the time of processing). Experimental results demonstrated the feasibility of the SGBM for occlusion detection in the true orthophoto generation.

Index Terms—Mosaicking, occlusion detection, point cloud, surface-gradient, TIN-based polyhedron, true orthophoto.

I. INTRODUCTION

MAGE datasets obtained from aerial platforms, as well as the derivative products, have been used for decades as base information to take decisions in several applications. These aerial images are acquired in a perspective projection, which cause the scale to be nonuniform. To extract precise information from these images, the use of an orthophoto is advised because it has uniform scale and can be considered geometrically equivalent to a line map [1].

However, the conventional orthorectification process [2] takes into account only the terrain surface—digital terrain model (DTM), and does not represent objects above the ground in orthogonal projection. Therefore, the height variation of structures of interest, such as buildings and bridges, are not considered during the orthorectification process, which is a problem when orthophotos need to be used in projects performed over dense urban areas. Buildings and other tall objects are not rectified correctly causing occluded areas—not visible from the perspective center (PC) of the camera. These occlusions can hide important features that may be essential for the project execution.

Bearing in mind the problems caused by occlusions, the orthorectification process needs to consider the elements above ground (buildings, bridges, trees, etc). Therefore, the surface representation must also contain structures that are not represented on the DTM—this representation is called digital surface model (DSM). On the other hand, the use of a DSM by itself during the orthorectification process does not guarantee the correct orthogonal location of the buildings and the proper occlusion compensation. Actually, the use of a DSM can introduce undesirable effects, such as the double mapping, also known as ghost image [3]. This effect is caused by the competition between two or more groundels (ground element, which corresponds to a DSM cell) for a single image pixel during the orthorectification process. This double mapping represents both, the correct location of the object (the roof of the building) and the occlusion area (“ghost image”). More explanation about the double mapping effect can be seen in [3] and [4].

An orthophoto that has uniform scale and is free from occlusions and double mapping is called “true orthophoto.” In order to generate this product, it is necessary to detect and compensate for the occlusions by using adjacent images from the flight mission, selected by considering some criteria or a specific cost function, followed by a color adjustment procedure. The occlusion detection is the major bottleneck during the true orthophoto generation; therefore, this is the main focus of this paper.

Several methods used for this purpose can be found in the literature, as the Z-buffer (see [4], [5], and [9]); methods based on digital building model (DBM) (see [9]–[15]); the height-based ray tracing (see [3], [16], and [17]); the height-gradient-based
method (see [18]–[20]); and the angle-based methods [4]. The main differences among them are the metric considered to determine the visibility between PC and DSM cells (if it is occluded or not), and the type of input information required to apply the occlusion detection. More complete explanations of the aforementioned methods, along with their characteristics, advantages, and disadvantages, are presented and discussed in Section II.

The main drawback of the mentioned methods is the use of a gridded-DSM to represent the surface, which requires an interpolation process for its generation (it adds more time to generate the true orthophoto). The interpolation can also result in undesirable artifacts into the DSM, such as sloping facades in vertical buildings, due to lack of information in the original point cloud.

To circumvent the drawbacks from the existing state-of-the-art methods for the occlusion detection, especially for the ones that consider the interpolation of a DSM into a grid, a new approach for occlusion detection is proposed in this paper; the surface-gradient-based method (SGBM) using a TIN as a data structure to represent the surface. This method treats the terrain surface as a polyhedron, i.e., using the original point cloud — without an initial interpolation step. In order to allow a more complete evaluation of the proposed occlusion detection method, occlusion compensation is also addressed in this paper. Some previous works (see [33] and [34]) used a TIN-based structure, not for representing the original point cloud as this approach does, but for representing reconstructed buildings (i.e., DBMs in [34]) and to create triangle prism model in [33].

This paper is organized as follows. In Section II, the state of the art in occlusion detection is presented, together with main characteristics of existing methods and main contributions of the proposed method. Section III introduces the proposed method for occlusion detection, along with other necessary methods for a complete generation of true orthoimages. In Section IV, experiments are performed to validate the proposed method. Section V presents the main conclusions and recommendations for future work.

II. RELATED WORK

Several methods for occlusion detection can be found in literature. These methods will be presented in this section, with special attention to their relevant characteristics. It is important to emphasize that the occlusions in the images always occur in radial directions from the image nadir point, due to the perspective projection in the image acquisition. Therefore, all methods analyze surface profiles defined at radial directions from the ground nadir point [1] to detect these occlusion areas. It is important to highlight the necessity for all methods of having the camera interior orientation parameters (IOPs): calibrated focal length and lens distortion parameters, and the exterior orientation parameters (EOPs): position and attitude of each image.

A. Z-Buffer Method

The Z-buffer method has its origin in computer graphics. It was applied for the first time to occlusion detection in aerial imagery by [5]. This method uses the distance between the camera PC and the groundel to verify the visibility, aiming to solve the problem of image pixel competition that causes the double mapping effect.

For every image pixel, the distance between the PC and the current groundel is stored. Whenever, during the orthophoto generation, a selected image pixel has already been used to assign the gray values for a pixel in the orthophoto, the distance between the correspondent groundel and the PC is compared to the previously stored distance. The groundel with the shortest distance is considered visible, and the image pixel (in competition) is used to interpolate the radiometric values at the correspondent pixel in the orthophoto. The occluded groundel, i.e., the one that is farthest from the camera PC, is stored in a visibility map, which has the same spatial resolution as the input DSM and the output orthophoto [4]. The visibility map is then utilized as a guide for occlusion compensation by using adjacent images.

Further explanations of the Z-buffer method or modification of it can be seen at [4]–[9].

B. DBM-Based (Projective) Method

The DBM-based method uses a DBM to represent the elements above the ground. The DBM generation is also performed by a preprocessing step and it can be derived using several approaches, such as the method presented by [10]. Assuming that one DBM is available, as far as the edges and ridges (lines) of a roof are known, it is possible to project them onto the ground level and detect the extent of the occlusion created by this building. Consequently, all pixels between the beginning and the end of the occlusion are labeled as occluded. For further explanations and results from DBM-based methods for occlusion detection, the references [9], [11]–[15], [33], and [34] are suggested.

C. Height-Based Ray Tracing Method

The height-based ray tracing approach was introduced by [16], as an alternative methodology for true orthophoto generation using satellite imagery. This method can be explained as follows: A given groundel \( (g_u) \) – extracted from a gridded-DSM – is intended to be analyzed regarding its visibility in relation to the PC of the camera. First, the line of sight between the PC and the \( g_u \) is determined \( (l_u) \). The projection of \( l_u \) onto the DSM will give the groundels that represent the radial direction (search path). Starting from \( g_u \) along the search path, until the ground nadir point, all groundels are checked. If any of these groundels (on the search path – radial direction) has its altitude above the line \( l_u \), i.e., if its altitude is higher than \( l_u \), then \( g_u \) is labeled as occluded. A similar approach and additional details can be seen in [3] and [17].

D. Height-Gradient-Based Method

The height-gradient-based method [18] aims to solve the problem of image pixel competition (double mapping) by analyzing the height gradient of objects. Initially, a radial direction is determined over a gridded-DSM, by using Bresenham’s line algorithm [19], starting at the ground nadir point and finishing
at the image boundary projected onto the DSM. The height variation is calculated for all consecutive groundels in this direction (profile). The main idea is to identify the negative gradients that represent the beginning of an occlusion area in this direction. Once the negative gradient is found for one specific point in object space, it can be projected onto the image plane by using the collinearity equations [2]. This procedure derives the end of an occlusion for the current radial direction and consequently the occluded elements. A visibility map is then created by storing all occluded groundels, after analyzing all sampled radial directions. Additional explanation and results of the approach along with quality evaluation can be seen in [18]–[20].

E. Angle-Based Method

The angle-based method was presented by [4] to avoid problems posed by the Z-buffer method. The angle-based method uses an off-nadir angle to determine whether a groundel is occluded or visible. This angle is defined by the nadir direction and the line that connects the PC and a selected groundel. For each radial direction (starting at the ground nadir point), consecutive off-nadir angles are compared. The off-nadir angles tend to increase as the groundel is located further from the ground nadir point. However, when this angle decreases, it is an indication that an occlusion area begins. The succeeding groundels are labeled as occluded in the visibility map until the angle becomes greater than the angle corresponding to the last visible groundel. After a sweep of all radial directions, a visibility map is available, as in other methodologies.

Two different sweep strategies for defining the radial direction are also presented by [4]: the adaptive radial sweep method and the spiral sweep method. These different sweep strategies aim to avoid a great quantity of revisits to those groundels close to the ground nadir point. More details about the angle-based method and its variations can be seen in [4].

F. Characteristics of the Existing Methods and Potential Contributions of the Method Proposed in This Paper

As can be observed, the methods presented in this section have different metrics to detect occlusion areas and, as a consequence, different characteristics among them.

The Z-buffer method has the problem of false visibilities and occlusions caused by the following two main reasons: the difference between the ground sample distance (GSD) of the image and the gridded-DSM resolution, and tall-narrow buildings that are located in the mapping area [4]. Additional drawbacks are the necessity of a gridded-DSM to represent the surface.

The DBM-based method usually achieves better results when compared to methods based on only DSM analysis. It happens whenever roof edges are well defined, which can be a problem when using point clouds generated by using light detection and ranging (LiDAR) systems or dense image matching techniques. On the other hand, so far there is no fully automated DBM generation approach that is able to reliably extract the shape of all objects on a surface. Manual operator interference is usually necessary during the DBM generation. It has impact in the cost of true orthophoto generation and, in addition, might be a restrictive factor for a fast production of such product.

The height-based ray tracing method also needs a gridded-DSM as a data source. It checks all groundels to identify whether it is occluding or not another groundel – that can be considered a disadvantage, due to the repetition of revisits to the same groundels several times.

The height-gradient-based method has the following main disadvantages: the use of a gridded-DSM to represent the surface; the use of Bresenham’s algorithm to define the radial direction – because it causes an antialiasing effect (depending on the GSD of the final product); the revisits to groundels close to the ground nadir point; and false occlusion caused by multiple-occlusions (for example, a building that hides another building). However, the problems with tall-narrow structures and incompatibility between image GSD and DSM resolution do not affect the results of this method.

The angle-based method also needs an interpolation step to create a gridded-DSM. However, it has some advantages when compared to the other methods, such as the ability to avoid revisits to areas close to the ground nadir point, due to its sweep method. The problems mentioned in the Z-buffer method do not apply to this method. In addition, it does not need a DBM for occlusion detection, only if a refinement is required.

The analyzed characteristics of the state-of-the-art methods can be summarized in Table I, regarding the following items:

(a) the necessity of a gridded-DSM;
(b) high frequency of revisit to groundels near the ground nadir point;
(c) the need to use a DBM;
(d) sensitive to tall narrow buildings, and to differences between image GSD and DSM resolution.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-buffer</td>
<td>X</td>
</tr>
<tr>
<td>DBM-based</td>
<td>–</td>
</tr>
<tr>
<td>Height-based ray tracing</td>
<td>X</td>
</tr>
<tr>
<td>Height-gradient-based</td>
<td>X</td>
</tr>
<tr>
<td>Angle-based</td>
<td>X</td>
</tr>
<tr>
<td>SGBM (proposed method)</td>
<td>–</td>
</tr>
</tbody>
</table>

III. SGBM FOR TRUE ORTHOPHOTO MOSAIC GENERATION

Considering the drawbacks of the existing approaches, especially aiming to avoid height misrepresentation in gridded-DSM, we present a new approach for occlusion detection applied to true orthophoto generation – the SGBM. The SGBM-based true orthophoto generation has three main steps: occlusion detection by the SGBM, occlusion...
Fig. 1. SGBM-based true orthophoto method.

compensation and mosaicking, and color balancing. Fig. 1 presents an outline of the proposed method.

As a summary, the SGBM-based true orthophoto method works as follows. Initially, a point cloud is arranged following a TIN data structure [21], by applying the Delaunay constraint [22]—aiming to avoid the common drawback in the state of the art (column “a” in Table I). A vertical plane containing the PC and intercepting the TIN-based polyhedron at a selected direction defines a radial path (profile). Each profile is composed of a set of points that forms a polyline (intersection between a vertical plane that follows a radial direction and the edges of the Delaunay triangles). The analysis of the surface-gradient along the consecutive elements of this polyline allows the identification of the beginning of occluded areas in a selected radial direction. After repeating this procedure for all radial direction of all desired images, a visibility map is generated, thus finalizing the SGBM core (see Section III-A) of the proposed method. In the following (see Section III-B), the detected occlusions are compensated by using adjacent images and a cost function. This step generates a true orthophoto mosaic, which is a product free from occlusions. After the mosaic generation, a color balancing using the feathering approach (image blending – Section III-C) is applied to the previously generated mosaic, aiming at the reduction/elimination of orthoimages mosaic seamlines.

A. Surface-Gradient-Based Method

The new approach for occlusion detection proposed in this paper is described in this section. It is divided into three main steps: 1) the profile generation; 2) the surface-gradient analysis; and 3) the occlusion detection and visibility map generation.

1) Profile Generation: First of all, the point cloud used to represent the terrain and off-terrain objects can be obtained using a LiDAR system [23] or any image matching techniques, such as vertical line locus [24] or semiglobal matching [25].

Frame-based images are acquired in a perspective projection, which causes all occlusions to occur along radial directions from the image nadir point.

The point cloud, available in 3D, can be seen as $Z = f(X, Y)$ and organized into a TIN data structure using the Delaunay constraint, which considers that, for each triangle in a 2-D domain, the circumference defined by their vertices must not contain any other point of the original set (see [22] and [35]). Once the TIN structure is created, the respective Z values are associated to each point, giving rise to a TIN-based polyhedron, where each facet corresponds to a triangle from the TIN structure.

A vertical plane containing the PC in a predefined radial direction allows the determination of a profile on the TIN-based polyhedron, as shown in Fig. 2. This radial profile defines a polyline that starts at the ground nadir point and ends at a border point (BP) of the polyhedron, which represents the terrain that underlies an image.

Fig. 2 shows that the vertical plane intersects the facets of the TIN-based polyhedron, giving rise to a polyline that is defined by a sequence of connected straight-line segments (see Fig. 3). The coordinates of each vertex of the polyline is obtained by using the feathering approach (image blending – Section III-C) is applied to the previously generated mosaic, aiming at the reduction/elimination of orthoimages mosaic seamlines.

Fig. 2. Elements involved in the profile generation.
Distance between the vertices k and j. This formulation will allow the determination of the necessary number of radial directions (between k and j) to properly identify the occlusion areas.

Since all radial directions are defined, it is possible to analyze the surface-gradiente for each radial profile.

2) Surface-Gradient Analysis: The surface-gradient analysis is the key-step for applying the SGBM. Considering Fig. 3, for a given radial direction starting at the ground nadir point, each straight-line segment of this radial polyline is defined by two 3-D endpoints. The coordinates of two consecutive endpoints allow the estimation of surface gradient \( \frac{\partial Z}{\partial r} \), which can be considered as the slope of each straight-line segment, by the following:

\[
\text{If } 1 \leq i \leq n_p - 1, \quad \frac{\partial Z}{\partial r} = \frac{Z_{i+1} - Z_i}{r_{i+1} - r_i} \tag{1}
\]

where \( n_p \) is the number of points that defines the current profile, and \( r_i \) can be defined as: \( r_i = i \), i.e., it is the vertex index on a sequence of points that defines the current radial profile; or the horizontal distance between two consecutive vertices \((i, i+1)\) of the current radial profile.

We opted for the first definition \((r_i = i)\) because of the following.

1) As \( r_{i+1} = r_i \), the gradient computed using this definition is in metric unit and gives the local surface variation \((Z_{i+1} - Z_i)\).

2) As the gradient denominator for the second definition is always positive (assuming that \( r_{i+1} \neq r_i \)), it is only necessary to check whether the height difference \((Z_{i+1} - Z_i)\) is negative or not.

3) Most important, the gradient in terms of height difference \((Z_{i+1} - Z_i)\) is much more intuitive for setting up a threshold that allows the elimination of spurious or insignificant occlusions (if desired).

A negative surface gradient indicates the start point of an occlusion area. However, to minimize the influence of noise, a threshold \((Th)\) can be applied. This threshold is defined as the height of the shortest object that can cause a preeminent occlusion for a specific application.

So, if the condition \( \frac{\partial Z}{\partial r} \leq -Th \) is satisfied, the start point of an occlusion is found. After detecting this position, it is possible to project it onto the TIN-based polyhedron and to identify the extent of the occlusion. Usually, point-based approaches were used for verifying obstructions along radial directions. However, in the following section, we introduce the concept of occluded triangles, which are further used for constructing the visibility map.

3) Occlusion Detection and Visibility Map: The occlusion detection is accomplished by projecting the point that represents the start of a negative surface-gradient (points A and C on the aboveground objects see Fig. 5) onto the TIN-based polyhedron, being possible to identify points B and D (end of the occlusions caused by the buildings), respectively. This projection is established by the identification of the polyhedron

1, 2, 3, and 4 in Fig. 4. The first BP is taken at corner point 1 and is updated, in clockwise direction, considering the \( \Delta r \) value, until it reaches corner point 1 again. The coordinates of each BP are updated by the formulation presented in Table II.

- **As** \( r_{i+1} = r_i \), the gradient computed using this definition is in metric unit and gives the local surface variation \((Z_{i+1} - Z_i)\).
- **By** \( r_{i+1} \neq r_i \), the gradient denominator for the second definition is always positive, it is only necessary to check whether the height difference \((Z_{i+1} - Z_i)\) is negative or not.
- **Most important** the gradient in terms of height difference \((Z_{i+1} - Z_i)\) is much more intuitive for setting up a threshold that allows the elimination of spurious or insignificant occlusions (if desired).

A negative surface gradient indicates the start point of an occlusion area. However, to minimize the influence of noise, a threshold \((Th)\) can be applied. This threshold is defined as the height of the shortest object that can cause a preeminent occlusion for a specific application.

So, if the condition \( \frac{\partial Z}{\partial r} \leq -Th \) is satisfied, the start point of an occlusion is found. After detecting this position, it is possible to project it onto the TIN-based polyhedron and to identify the extent of the occlusion. Usually, point-based approaches were used for verifying obstructions along radial directions. However, in the following section, we introduce the concept of occluded triangles, which are further used for constructing the visibility map.

- **Occlusion Detection and Visibility Map:** The occlusion detection is accomplished by projecting the point that represents the start of a negative surface-gradient (points A and C on the aboveground objects see Fig. 5) onto the TIN-based polyhedron, being possible to identify points B and D (end of the occlusions caused by the buildings), respectively. This projection is established by the identification of the polyhedron

1, 2, 3, and 4 in Fig. 4. The first BP is taken at corner point 1 and is updated, in clockwise direction, considering the \( \Delta r \) value, until it reaches corner point 1 again. The coordinates of each BP are updated by the formulation presented in Table II.

<table>
<thead>
<tr>
<th>Side</th>
<th>X coordinate of BP</th>
<th>Y coordinate of BP</th>
<th>BP indexing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>( X_1 + \frac{i \Delta r}{\partial r_{12}} )</td>
<td>( Y_1 + \frac{i \Delta r}{\partial r_{12}} )</td>
<td>( i ) ( \leq n_{12} )</td>
</tr>
<tr>
<td>2-3</td>
<td>( X_2 + \frac{i \Delta r}{\partial r_{23}} )</td>
<td>( Y_2 + \frac{i \Delta r}{\partial r_{23}} )</td>
<td>( i ) ( \leq n_{23} )</td>
</tr>
<tr>
<td>3-4</td>
<td>( X_3 + \frac{i \Delta r}{\partial r_{34}} )</td>
<td>( Y_3 + \frac{i \Delta r}{\partial r_{34}} )</td>
<td>( i ) ( \leq n_{34} )</td>
</tr>
<tr>
<td>4-1</td>
<td>( X_4 + \frac{i \Delta r}{\partial r_{41}} )</td>
<td>( Y_4 + \frac{i \Delta r}{\partial r_{41}} )</td>
<td>( i ) ( \leq n_{41} )</td>
</tr>
</tbody>
</table>
triangles \( T \) that is intersected by the lines passing through the beginning of occlusions and the PC. The intersections (points B and D in Fig. 5) determine the triangles that correspond to the end of the occlusions. This idea brings up the concept of an occluded triangle, instead of an occluded groundel. However, the triangle might be partly visible and partly occluded.

For the building closest to the nadir direction (see Fig. 5), the occlusion area is a set of adjacent facets (triangles) that starts from the triangle containing point A and ends at triangle \( T \) – that contains point B. This set of triangles is then stored in the visibility map – with a proper projection of the groundels enclosed in the triangles, and also those that cross the triangle’s edges, onto the visibility map. The visibility map is a matrix with the same spatial resolution and dimension as the output image, which can be the true orthophoto mosaic in a situation where several images are used. The visibility map will contain the information of visibility for every single pixel in all images, allowing the true orthophoto mosaic algorithm to identify the image(s) that a given true orthophoto pixel is visible.

At this point, two considerations must be done: 1) As the intersected triangle \( T \) is considered completely occluded, it may extrapolate the real occlusion extension. However, due to the high point cloud density this extrapolation is not a problem since these small-extrapolated areas are compensated by radiometric information from adjacent images, in a further step; 2) The set of triangles, stored as occlusion area, are not revisited, even if the adjacent radial direction is close to the current one (in the case of a small value for \( \Delta r \)), which provides a shorter processing time.

The search for the triangle \( T \) along the radial direction is accomplished only for the polyline segments after point A, sequentially. In case of multiple occlusions – object(s) hiding other object(s) – the method is able to identify the ends of the occlusion on a triangle that represents a wall, for example – this is a problem found in some methods in the state of the art (common situation in high dense urban areas) – see Fig. 5.

As the images are acquired with end lap and side lap, a specific area on the ground can be occluded in some images and visible in others. The visibility map allows the identification of the image that is the best source of information to compensate the occlusion and to create the true orthophoto mosaic.

B. Occlusion Compensation and Mosaicking

Usually, in photogrammetric projects several images are acquired and, as a consequence, a mosaic of all true orthophotos must be created to cover all the interest area. The mosaicking is not a simple process and requires several specific procedures.

In the case of generating true orthophotos, the mosaicking process requires a cost function to determine which image must be the source of radiometric/spectral information. After the best image is identified, considering a cost-function and the available dataset, the visibility map is used to check whether the pixel marked as occluded is visible in the selected image. If it is identified as nonvisible, other images are checked until a valid visible pixel is found, following the priority order dictated by the cost-function.

In this paper, two cost-functions are compared: the nearest ground nadir method and the minimum angle method, as introduced by [27]. Also, the color balancing through a feathering approach is applied and analyzed.

1) Nearest Ground Nadir Method: The most common cost-function used by aerial image mosaicking approaches considers the proximity between ground nadir points of the images and a given groundel, aiming to define, e.g., which image is the best source of radiometric information to fill an occlusion. The further a pixel is from the image nadir, the more severe the relief displacement is [2]. Therefore, the image that has the nearest ground nadir point to a given occlusion is potentially considered the best source of radiometric information to fill an occlusion and to create the mosaic.

This approach selects the best image by checking the distance between the current analyzed groundel and the ground nadir point of the image, for every single image. In the example presented in Fig. 6, the highlighted groundel (in red) is visible in all three images. Nevertheless, the closest ground nadir point to this groundel is related to PC\(_2\) whose distance \( d_2 \) is the smallest. Therefore, image 2 is defined as the best source for radiometric information. Additional information about the nearest ground nadir approach can be found in [3].

Larger image end lap and side lap make possible the use of central areas of several images, minimizing these occlusions. However, the increase of end and side laps does not guarantee the absence of occlusions; in fact, this alternative will only mitigate the effect and require a longer processing time and more flight lines.
2) Minimum Angle Method: This method checks the orientation between the line of sight of a polyhedron facet and the optical axis of the camera at different exposure times, aiming to find the image acquired with the optical axis that was as nearly parallel to the normal vector of the tested polyhedron facet as possible. In this paper, this strategy is denominated as the minimum angle method. The angle formed by the camera optical axis and the facet line of sight vary between adjacent images (end lap or side lap), and this variation is more critical in situations where only nonvertical images are used, such as heritage structure mapping, and when large segmented areas are utilized, instead of small triangles, such as roof planes, as presented in, e.g., [28]. The work presented by [12] also uses a similar approach to define an ideal image selection. The image that corresponds to the minimum angle is the source to fill up the occlusion with proper radiometric information.

Fig. 7 presents an example with three different images. The angles ($\alpha_1$, $\alpha_2$, $\alpha_3$) between a triangle’s normal vector ($\vec{n}_T$) and the camera’s optical axes ($\text{oa}_1$, $\text{oa}_2$, $\text{oa}_3$), respectively, are shown. In this case, the angle $\alpha_1$ is the smallest, which makes image 1 the optimal radiometric source to compensate for the occlusion for triangle $T$, even if $\text{PC}_2$ corresponds to the image with the nearest ground nadir point to $T$.

C. Color Balancing

As the images are taken at different exposure times for a single flight mission, they can be collected with different external influences, such as the sun light intensity. Also, correspondent areas can appear with different luminosity due to the vignette effect and the change in the viewpoint. This variation of brightness results in radiometric dissimilarity and discontinuity in the true orthophoto mosaic, which should be compensated for. The transition between two adjacent images is known as seamline (color transition).

In a conventional orthorectification process (based on a DTM), it is important to identify and manipulate the seamlines, aiming to avoid variation in the representation of objects in two different perspective views (a building for example). Therefore, the seamlines should not cross any elements with height variation, due to the different radial displacements in adjacent orthophotos. This concern is not an issue in true-orthophoto mosaic generation, because all elements above the ground are projected in their orthogonal location, i.e., adjacent images do not have misalignment of features, assuming that an image block with high-quality exterior and interior orientation parameters – EOPs and IOPs, respectively – as well as an accurate DSM are available. Consequently, for true orthophoto mosaic generation, only the color variation adjustment, or balancing, needs to be addressed.

In order to perform the color balancing, it is necessary, first, to identify the seamlines on the true orthophoto mosaic. Considering the ground nadir point of each image of the block as one seed, the seamlines can be automatically determined by using the Voronoi diagram generated by this structure. The Voronoi diagram, which is a dual representation of the Delaunay triangulation, expresses the same geometric constraints obtained by the division of a plane in regions based on the distance between the input set of points, i.e., the ground nadir points.

Fig. 8 presents a Voronoi diagram obtained by using 13 images. The Voronoi cells in the diagram are represented by different colors (gray scale), and the original input points (ground nadir points) are represented by red dots.

The generation of a Voronoi diagram allows not only the choice for the best image (according to the first cost-function) but also the automatic recovery of cell edges, which corresponds to the seamline locations. Since each seamline is identified, it is possible to apply a feathering (image blending) to minimize the radiometric differences near the transition region, and then generate a true orthophoto mosaic free from visible seamlines, or at least minimize its effect.

The feathering approach aims to eliminate the seamlines between adjacent images by applying a weighted average method.
Fig. 9. Image feathering.

TABLE III
PERCENTAGE OF RADIOMETRIC INFORMATION FROM EACH IMAGE IN THE FEATHERING METHOD (SEE FIG. 9)

<table>
<thead>
<tr>
<th>Pixel</th>
<th>% from image A</th>
<th>% from image B</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>p2</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>p3</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>p4</td>
<td>\left(\frac{50 \cdot d}{F_t} + 50\right)</td>
<td>100 - \left(\frac{50 \cdot d}{F_t} + 50\right)</td>
</tr>
</tbody>
</table>

[29]. Fig. 9 presents all necessary elements for understanding the image feathering. The seamline between images A and B is represented by a thick red line. To apply the feathering, it is necessary to define a buffer width \( F_t \) (half-width of the red dashed buffer in Fig. 9) that defines the region where the pixels will be combined. The final true orthophoto mosaic pixels (output) are obtained by a linear combination between images A and B, only if the pixel is located inside the buffer. The percentage of intensity contribution from each image is determined based on the distance “d” between the correspondent groundel and the seamline. If the distance is equal or larger than \( F_t \), the output pixel is 100% of its correspondent Voronoi cell. If the distance is zero, the output pixel uses 50% of both Voronoi cells, i.e., the output digital number will be the average of both images. For a general case, the output radiometric information will be a linear combination of those pixels in both images, according to the equation shown in Table III for pixel p4. For the example presented in Fig. 9, the percentage values for each pixel (\( p \)) are listed in Table III.

IV. EXPERIMENTS AND QUALITY ASSESSMENT

This section shows experiments performed using two datasets. The following sections present: the dataset description; a comparison between four occlusion detection methods applied to the same dataset; an evaluation of occlusion detection completeness and time of processing; a comparison between cost-functions presented in Section III-B; the verification of alignment quality on final product; two true-orthophoto mosaics generated by using the SGBM for occlusion detection; and the advantages and disadvantages of the proposed method.

A. Dataset Description

1) Dataset 1: Dataset 1 was collected by a low-cost unmanned aerial vehicle (UAV) platform at an average flying height of 25 m. The platform is a DJI Phantom 2 attached with a gimbal and a GoPro camera HERO 3+ (see Fig. 10). A total of 81 images were acquired (example in Fig. 11) with a GSD of around 3 cm. The point cloud (see Fig. 12) was photogrammetrically derived by using an image matching technique that improves the result obtained by the semiglobal image matching, as presented in [30], and has an average point density of 100 points/m².
Dataset 2: This dataset was acquired by a conventional aerial mission, i.e., by using a manned aircraft. It is composed of 13 images taken by a Canon EOS-1D camera with an average flying height of 240 m. The average GSD is around 9 cm (example in Fig. 13). The point cloud was obtained by a LiDAR system (8 points/m²) and can be seen, as a triangulated surface (color-coded), in Fig. 14.

These datasets were selected because of the relative low flying heights, which cause the presence of larger occlusion areas.

B. Quality Assessment Approach

The quality assessment was accomplished by using the occlusion detection and the final true orthophoto mosaic as input information. The occlusion areas detected by the SGBM are evaluated in terms of completeness. In the final product, the true orthophoto mosaic, the seamline mismatches are also analyzed.

Completeness is a quality index that evaluates the percentage of a reference polygon (extracted manually in this paper) detected as an occlusion area by the SGBM. Analysis of the completeness allows the evaluation of the reliability of the proposed method regarding occlusion detection. Similar approaches can be seen in [31] and [32].

Next (see Fig. 15), the alignment of linear features on the final product is evaluated by checking the distance between a straight line (green), derived from points representing a linear feature in one image \((a_1, a_2, \ldots, a_n)\), and the points in the second image that represent the same linear feature \((b_1, b_2, \ldots, b_n)\). The root-mean-square error (RMSE) of these distances can be defined as the alignment error. The alignment analysis is important to evaluate the quality of the block triangulation (IOPs and EOPs) and the quality of the DSM.

C. Comparison Between Occlusion Detection Methods

Considering the importance of completeness regarding occlusion detection, this experiment shows a qualitative comparison of four different methods of occlusion detection. Fig. 16 contains the results using dataset 2 by applying: 1) Z-buffer; 2) angle-based with spiral sweep method; 3) angle-based with adaptive radial sweep method; and 4) SGBM.

The result obtained by the Z-buffer method is visually less complete when compared to the others, due to the false visibilities. On the other hand, both Angle-based and SGBM show more complete occlusion detection. One aspect that can be observed is the reduced number of regions labeled as occlusion in some streets and parking lots in Fig. 16(d). These false occlusion detections [see Fig. 16(a), (b), and (c)] occur due to interpolation errors in the gridded-DSM representation, which is not a problem when applying a TIN data structure, such as in the SGBM results [see Fig. 16(d)]—which show a proper occlusion detection.

D. Occlusion Completeness Evaluation

Completeness is an important quality index for occlusion detection evaluation, because if an occlusion is not completely identified, i.e., part of it is considered as visible, the true orthophoto mosaic will have remaining wrong representation of the objects above ground. Regarding this statement, the occlusion detection of two areas from dataset 2 was assessed.

The reference polygon (red polygon in Figs. 17 and 18) was extracted manually from the double-mapped representation, where it is possible to define exactly the beginning and end of occlusions.

The completeness values (see Table IV) determined for each method indicates an advantage of SGBM in relation to Z-buffer and Angle-based methods. The Z-buffer method has incomplete occlusion detection and should not be applied to areas with...
dense urban characteristics due to the problems with tall narrow buildings and noncompatibility between the nominal GSD of the image and the DSM resolution. The false visibilities can be minimized by using morphological operators as shown in [20] or by adding pseudogroundels, as discussed in [4].

Based on the completeness values, for both experiments, it is possible to see that the Z-buffer method gives lower completeness, followed by Angle-based (spiral and radial, respectively). Considering the Angle-based (radial) results, the completeness of SGBM was 2.4% and 4.8% higher for experiments 1 and 2, respectively.

The time of processing for each method, presented in Table IV, applied to the same image and DSM, is shown in Table V. The specifications of the used computer are the following: Processor Intel Core(TM) i7-4500U 2.4 GHz, RAM of 8 GB and hard drive with 1 TB.

It is important to highlight that these values do not include the time for generating a gridded-DSM (essential for the first three methods – Z-buffer and Angle-based). Even not considering the interpolation step, it is possible to see the advantage of the SGBM when compared to the other state-of-the-art methods. The main reason for this performance is the fact that the SGBM identify occluded triangles instead occluded DSM cells, which reduce the processing time during the occlusion identification, because the pixels (in the visibility map) that compose a triangle are already labeled as occluded. As a result, it is not necessary to check them in the next radial direction (profile).

E. Sensitivity Analysis of Th Parameter

As described in Section III, the SGBM uses the so-called Th parameter to minimize the presence of noise on the occlusion
TABLE IV

Completeness Values of the Experiments

<table>
<thead>
<tr>
<th>Methods</th>
<th>Completeness (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area 1</td>
</tr>
<tr>
<td>Z-buffer</td>
<td>45.30</td>
</tr>
<tr>
<td>Angle-based: spiral</td>
<td>93.28</td>
</tr>
<tr>
<td>Angle-based: radial</td>
<td>94.10</td>
</tr>
<tr>
<td>SGBM</td>
<td>96.54</td>
</tr>
</tbody>
</table>

TABLE V

Time of Processing for Occlusion Detection

<table>
<thead>
<tr>
<th>Methods</th>
<th>Time of processing (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area 1</td>
</tr>
<tr>
<td>Z-buffer</td>
<td>2.57</td>
</tr>
<tr>
<td>Angle-based: spiral</td>
<td>1.00</td>
</tr>
<tr>
<td>Angle-based: radial</td>
<td>1.15</td>
</tr>
<tr>
<td>SGBM</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Fig. 19. Visibility maps showing the sensitivity of occlusion detection by changing parameter Th: (a) 1 m; (b) 3 m; (c) 5 m; and (d) 10 m.

For this experiment, only objects higher than 1, 3, 5, and 10 m, presented in Fig. 19(a), (b), (c), and (d), respectively, was considered.

As can be seen in Fig. 19, the parameter Th has great influence on the quantity of occluded objects detected. Bearing in mind that the significant occlusion presence on aerial images over urban areas comes from tall buildings, the possibility of setting this threshold can avoid unnecessary processing, which decreases noise on the results, as well as the processing time.

E. Comparison of Cost-Functions for the Mosaicking Process

As presented in the previous section, the mosaicking process uses a cost-function to define which image is most suitable for occlusion compensation and image mosaicking, when multiple overlap images are available. The following experiment presents different results obtained by applying the minimum angle method [see Fig. 20(a)] and the nearest ground nadir method [see Fig. 20(b)]. This area is composed by several images such as the one presented in Fig. 11.

Considering point clouds with high density (triangles with small areas), small variations at height coordinates of the vertices (noise) generate very heterogeneous directions for the normal vectors. Therefore, neighboring triangles can be pointing to different directions, even for a flat and homogeneous area. As a result, the best image to compensate for an occlusion using the minimum angle method can produce unexpected results. This is the reason for the “noise” found in Fig. 20(a). Considering these results, the SGBM uses the nearest ground nadir approach to generate the true orthophoto mosaics [see Fig. 20(b)].

It is important to highlight that if the triangles, or any other planar feature, have a larger dimension, the approach that takes into account the surface orientation is useful and should be considered, as can be seen in [28].

G. Assessment of Mismatch in True Orthoimagery Mosaic

The evaluation of the alignments in true orthophoto mosaic was performed using dataset 1, because of the better spatial resolution and presence of linear features, which allow an easy identification of seamlines. It is important to highlight that the alignment depends on the quality of the IOPs, the EOPs (from the bundle block adjustment or direct georeferencing system), and the surface representation (point cloud accuracy). This experiments aim to show the consistent alignment along linear features after the true orthophoto mosaic generation.

Fig. 21 presents the test areas used in this evaluation. The first test area shows a ridge of a roof (green line) on the building that appears in Fig. 11, that crosses two adjacent images [see Fig. 21(a)]. The second test area shows a fence at ground level [see Fig. 21(b) – green line]. For a true orthophoto mosaic, the linear features (such as the roof ridge and the fence) must be well
TABLE VI

<table>
<thead>
<tr>
<th>Area</th>
<th>RMSE (pixel)</th>
<th>GSD (m)</th>
<th>RMSE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.03</td>
<td>0.003</td>
</tr>
<tr>
<td>2</td>
<td>0.14</td>
<td>0.03</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Fig. 22. Color balancing results considering \( F_t = 10 \) pixels. (a and c) Before. (b and d) After.

aligned. The misalignments in terms of RMSE of the distances (see Fig. 15) are shown in Table VI. The mismatch errors are at the subpixel level for both datasets.

The points that represent the lines were manually identified immediately before the color balancing procedure, when it is easier to identify the linear features located across seamlines. After the color balancing, the seamlines are not visible [as can be seen in Fig. 22(b) and (d)]. These results show a good alignment of adjacent images in both dataset and a proper color compensation to mitigate the seamlines presence.

H. True Orthophoto Mosaics

In this section, the true orthophoto mosaics, obtained from datasets 2 and 1 with color balancing, are shown in Figs. 23 and 24, respectively. The results from dataset 1 have a GSD of 3 cm and \( T_h \) of 0.75 m, and for dataset 2 the GSD is 9 cm and \( T_h \) of 10 m. The \( T_h \) parameters were defined for this experiment (even though it was not necessary) to restrict the occlusion detection for only taller structures, which are just the main concern when dealing with occlusion.

The true orthophoto mosaics obtained in these experiments show a high completeness of occlusion detection and compensation, and regarding the seamlines, it is possible to note its mitigation (see Figs. 23 and 24). These results (true orthophoto mosaics) were achieved by the following processes: the occlusion detection by SGBM, the occlusion compensation by nearest ground nadir method, and the seamline mitigation by the feathering approach, thus obtaining a high-quality mosaic (mismatch assessment).

The results obtained by the SGBM show that the occlusion detection has high percentages of completeness. The occlusion compensation using the adjacent images fills the occlusion regions properly. It is worth noting that the feathering approach, applied after the Voronoi diagram generation, minimizes the effect of the seamlines to a sufficient degree. The time of processing also showed promising results when compared to the other methods.

The remaining radiometric variation in Fig. 24 is due to the high attitude variation of the UAV platform during the data acquisition, which caused a larger interference of the sunlight when compared to a more stable platform, such as the one used for acquiring dataset 2. An alternative to reduce this effect is to apply an image block radiometric adjustment. Another effect caused, when a DBM is not used, is the nonrefined borders of the buildings – which can be mitigated by using a high-density point cloud obtained either by LiDAR or dense image matching.

I. Advantages and Disadvantages Compared to the State of the Art

After explanation of the original proposed method and the assessment of results obtained in the experiments, it is important
to summarize its contribution compared to other state-of-the-art methods. The following topics detail the advantages of using the SGBM.

1) The main contribution of the SGBM is to enable the use of an irregularly spaced point cloud as input information—such as the ones used in the experiments. An initial interpolation step to obtain a gridded-DSM is not necessary, which speeds up the time of processing and avoids undesired artifacts in the surface representation. This characteristic of using a TIN over an original point cloud is not observed in any occlusion detection method presented in Section II (only also using a DBM).

2) As in the SGBM, a pixel-by-pixel analysis is not considered, the density of the input point cloud has no correlation with the desired spatial resolution for the output image (datasets 1 and 2 have nonuniform densities along the surface). The methods based on gridded-DSM require an interpolation of the DSM with the same spatial resolution as the output image. It generates a huge input dataset in case of high-resolution images.

3) The possibility of using a height threshold ($T_h$) enables the user to define the structures that are intended to be considered (only tall buildings, for example), avoiding unnecessary computation processes, which are not seen in the other methods.

The negative aspect of the proposed method is the high frequency of revisit around the ground nadir point, due to the strategy for defining the radial directions. However, this can be seen in the majority of the methods in the state of the art and, indeed, does not affect the quality of the generated true orthophoto, just the processing time.

Although default values ($\Delta r = GSD$ and $T_h = 0$ m) is defined in our computational code, especially the $T_h = 0$ m can produce a lot of occlusion segments, which can be undesired. The parameters $\Delta r$ and $T_h$ also can be defined by the user, however, it is not considered a disadvantage because it is not a required action. Therefore, if it is intended to restrict the occlusion detection for specific heights, the user can set it, otherwise any negative height variation will be understood as a beginning of an occlusion.
V. CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK

True orthophoto mosaics are important products to be used as base information for projects performed over urban areas. Although the principles can be considered as a simple approach, the generation is not a trivial procedure, as can be seen in the literature and this paper. Several steps must be accomplished to consider all elements above the ground during the true orthorectification process.

In this paper, a new approach for occlusion detection for true orthophoto mosaic generation is presented. The proposed procedure uses an irregularly spaced point cloud to identify occlusion areas, different from any other occlusion detection methods applied for aerial true orthophoto generation.

This original approach avoids the interpolation process as an initial step for occlusion detection, and consequently, the insertion of additional errors into the surface representation. Therefore, the use of a TIN as data structure for surface representation is the main contribution in this paper. Other contributions are: a better completeness and processing time when compared with state-of-the-art methods; the possibility of using different point cloud densities along the surface; and the option of defining the minimum height of objects to have their occlusions detected.

The results obtained by applying the SGBP, presented in Section IV, showed a high completeness percentage of occlusion detection (more than 90%). The completeness values obtained by the proposed method have been better than other methods, particularly the Z-buffer. The geometric quality of the generated true orthophoto mosaics was also evaluated and good alignments can be observed (RMSE at the subpixel level). The processing time indicates the computational adequacy of the proposed method.

For future work, the implementation of different sweep methods is suggested for a more efficient radial exploitation, aiming the revisit reduction near the ground nadir point and the reduction of computation effort. By using a different sweep approach, it will be possible to apply the SGBP for datasets from pushbroom cameras, which only have occlusions along the across-track direction. Moreover, the application of other color correction procedures, such as an image block radiometric adjustment is recommended to refine the color variations on the true orthophoto mosaic. Another recommendation is the evaluation of the influence of using different point cloud density over the DSM, during the occlusion detection for true orthophoto generation, and the assessment of buildings’ border quality compared to a photogrammetric restitution.
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