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Abstract

We review some relevant examples for String Theory of non-linear sigma

models. These are bosonic strings propagating in curved background, the

Wess-Zumino-Witten model and superstrings in flat and AdS superspace. The

mathematical tools required for the study of these models (e.g. topologi-

cal quantization, Cartan geometry, Lie superalgebras and geometry on coset

spaces) are also described. Throughout the dissertation we have focused on

classical aspects of these models such as the construction of the action and its

symmetries where conditions for holomorphic symmetry of the bosonic string

case were found.

Keywords: String Theory, WZW Model, Strings on AdS5 × S5, Coset Su-

perspaces.
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Resumo

Nesta dissertação estudamos alguns exemplos de modelos sigma não lin-

eares em Teoria de cordas. Estes são a corda bosónica se propagando em

espaços curvos, o modelo Wess-Zumino-Witten e supercordas em superespaço

plano e AdS. As ferramentas matemáticas que se precisam para o estudo destes

modelos (e.g. quantização topológica, geometria de Cartan, super-álgebras de

Lie e geometria em espaços coset) também são descritas. Ao longo desta dis-

sertação focamos os aspectos clássicos destes modelos tais como a construção

da ação e suas simetrias onde condições para serem estas holomorficas no caso

da corda bosónica foram achadas.

Palavras chave: Teoria de cordas, Modelo WZW, Cordas em AdS5 × S5,

Superespaços coset.
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1 Introduction

Sigma models were first introduced by Gell-Mann and Levy [1] in the sixties

as a toy model in which one could study theories with chiral symmetries and

partially conserved axial currents. Later, sigma models with target spaces

like spheres or complex projective spaces were studied extensively [2]. Even

though, these models are not renormalizable in four space-time dimensions,

they are useful to describe low energy effective theories such as scalar mesons,

and more sophisticated theories such as supergravity.

In two dimensions the theory is renormalizable [3] and is used to explore

some non-trivial properties that later can be taken to higher dimensional the-

ories. In addition to this, certainly much of the attention that σ-models draw

comes from the fact that it gives the framework to study the propagation of

(super)strings [4]. And, the relations between symmetries beyond their natu-

ral target space isometries e.g. conformal symmetry and the constraints that

imposes on the background fields.

There is a great deal of mathematics that enters in the study of σ-models.

One of these aspects that we explore is the topological one. This feature comes

from an extension of a chiral σ-model with target space a Lie group [5]. The

extra term in the action called Wess-Zumino term gives special properties to

the model allowing a greater symmetry and requiring more algebraic structures

such as Kac-Moody algebras.

This work has two purposes, the first one is to give a review on the general

features of non-linear sigma models. We especially care about the geometric

picture and the extra structure that appears in each model e.g. Lie superal-

gebras, coset spaces, topological properties. And, the second motivation is to

take the initial steps in a larger project concerning the σ-model action of Pure

Spinor formalism [6] of superstrings.

We will cover the following topics: In chapter 1 we start with general non-

linear sigma models and give some common examples. Also, an emphasis is

given to the case of bosonic strings in curved background and the require-

ments to have symmetries. In chapter 2, we describe the Wess-Zumino-Witten

model and go through standard computations for this model e.g. topologi-

cal quantization, holomorphic symmetries. In chapter 3 go into the tools to

study superstrings propagating in coset superspaces and also pay attention to

κ-symmetry of the Green-Schwarz action.
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2 Non-linear Sigma Models

2.1 Definitions

The general description of a non-linear sigma model is given by the dynamical

field

Σ
X−→M (2.1)

where Σ andM are pseudo-Riemann manifolds that we call here domain space

and target space. Plus, the standard kinetic term

S[X] =

∫
Σ

dσ
√
|γ|γijGµν(X)∂iX

µ∂jX
ν (2.2)

being γ and G the metric tensors in Σ and M respectively. Furthermore,

according to extra structure on the manifolds Σ and M and extra terms in

the action, the model will receive a different name.

Besides the kinetic term, it can also be added something called a Wess-

Zumino term which it is no more than the integral of the pull-back of a (dimΣ)-

form of the target space. Say dim(Σ) = n and B ∈ Λn(M)

SWZ [X] =

∫
Σ

X∗B =

∫
1

n!
εa1...anBµ1...µn∂a1X

µ1 . . . ∂anX
µn (2.3)

where we can notice that the Wess-Zumino term does not depend on the world-

sheet metric.

We can go further and introduce more types of fields e.g. gauge fields or

spinors fields but this requires more geometric structures constructed on top

of the target space manifold and/or domain manifold. In what follows we try

to describe these structures and in a later section we give some examples of

theories that realize them.

The ingredients for a geometric description of a gauge theory are the fol-

lowing. First we need a G-bundle (a.k.a. principal bundle) on some manifold

P
π→M that locally on intersecting charts give transition functions satisfying

gγα(x) = gγβ(x)gβα(x) ; x ∈ Uα ∩ Uβ ∩ Uγ ⊂M (2.4)

Also, we deal with connections of the fiber bundle that are defined as g-

valued 1-forms ω ∈ Λ1(P, g) with certain transformation properties. On a

chart U ⊂ M we can take a local section U s→ P of the bundle and pullback

the connection to the more common

A := s∗ω in coordinates A(x) = Aam(x)dxmTa (2.5)

7



Notice that these g-valued 1-forms A ∈ Λ1(U , g) are only local i.e. associated

to charts of the manifold M. And lastly, the gauge transformations are seen

as automorphims of the G-bundle P
g→ P that acts on the connection ω by

pullback i.e. g∗ω. Locally a gauge transformation can be expressed as a map

U g→ G that transforms the local connection A

A 7→ Ag = g−1Ag + g−1dg (2.6)

that in components looks like

Ag(x) = g−1(x)Am(x)g(x) + g−1(x)∂mg(x) (2.7)

With the previous construction we can study theories that only involve

gauge fields (e.g. Chern-Simons or pure Yang-Mills theories); however, to

include so-called matter fields we need fields that transform in some represen-

tation of the gauge group G and also the concept of covariant derivative. We

start by taking a representation of the group G
R→ GL(V )

R[g] : V → V

φi 7→ (R[g])ijφ
j

(2.8)

then, the matter fields will be describe as sections of the associated vector

bundle P ×G V
M φ→ P ×G V locally φi(x) (2.9)

that under a gauge transformation g(x) (in local form) will vary as φi(x) 7→
R[g−1(x)]ijφ

j(x). Furthermore, the connection ω on the G-bundle induces a

proper connection on the associated vector bundle and so we can define a

covariant derivative acting on sections

∇Xφ locally (∇Xφ)i(x) = Xm(∂mφ
i(x) + Aam(x)(Ta)

i
jφ

j(x)) (2.10)

Finally, one way of introducing spinor fields on a (orientable) manifoldM
with a metric of signature (t, s) is the construct a SO(t, s)-bundle of (oriented)

frames PSO(t,s) →M. Then in some cases there will exist double coverings of

PSO(t,s) that are Spin(t, s)-bundles on M

PSpin(t,s)
ϕ→ PSO(t,s) such that ϕ(u · g) = ϕ(u)ρ(g) (2.11)

where ρ is the map from Spin(t, s) that covers SO(t, s)

ρ : Spin(t, s)→ SO(t, s)

exp(λmnΓmn) 7→ exp(λmnMmn)
(2.12)
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These Spin(t, s)-bundles on M are called spin structures. Exactly as before,

here the spinor field will be sections of a vector bundle, so if we want to consider

a particular type of spinor field we take the corresponding representation

R[Λ] : S → S

ψα 7→ (R[Λ])αβψ
β

or infinitesimaly δΛψ
α = λmn(Γmn)αβψ

β (2.13)

and consider sections on the associated vector bundle

ψ :M→ (PSpin(t,s) ×Spin(t,s) S)

x 7→ ψ(x)
or locally ψα(x) (2.14)

Take as a simple example a worldsheet Σg (a genus g orientable Riemann sur-

face). These manifolds admit 22g spin structures and here Weyl and anti-Weyl

spinor fields are sections of the associated vector bundles S± corresponding to

the S+ and S− representations of Spin(2). That is

ψ± : Σg → S± with transformation ψ±(z, z̄) 7→ e±
i
2
θ(z,z̄)ψ±(z, z̄) (2.15)

2.2 Symmetries and currents

Since we are interested in studying some local symmetries in non-linear sigma

models, this section serves as a warm up in computing currents associated to

global symmetries and to identify local ones.

The relation between symmetries and conserved quantities is established

by Noether’s theorem. We next show this result for a general action S[φ] with

any field content denoted by φi. The the first variation of the action

S[φ] =

∫
R

dxL(x, φ(x), ∂φ(x)) (2.16)

under any transformation

(φ : R→ R) −→ (φ′ : R′ → R) (2.17)

is given by

δS =

∫
R

dx

{
∂µ

(
∂L

∂(∂µφi)
δφi + Lδxµ

)
+
δS

δφi
δφi
}

(2.18)

where δφi(x) = φ′i(x) − φi(x) and δxµ(x) = x′µ(x) − xµ. Here x′µ(x) is the

transformation from the region R to R′. As an example consider φ′(x′) :=

φ(Λ−1 · x′), then the transformation from R to R′ is x′µ(x) = Λµ
νx

ν .
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This is an arbitrary variation in the sense that we did not care if the

parameters inside δφi were local or global or even if these variations obey some

Lie algebra relations. From (2.18) we can point out standard results e.g. the

conditions for a stationary field configuration is that δS = 0 under arbitrary

variations δφi; thus, integrating out the ∂µ(. . .) we obtain the equations of

motion
δS

δφi
=
∂L
∂φi
− ∂µ

(
∂L

∂(∂µφi)

)
(2.19)

Likewise, if we have δS = 0 this time because the global variations furnish a

symmetry of the action and also put the fields on-shell, we can identify the

conservation of the Noether currents

jµ :=
∂L

∂(∂µφi)
δφi + Lδxµ (2.20)

Finally, we should realize that the conserved currents are auxiliary quanti-

ties and can be modified without changing the charges. Similarly, we can add

up to the action total derivative terms with the effect of modifying currents

and also charges. For instance, if we add the total derivative ∂a

(
fa(φ, ∂φ)

)
,

then the new currents become1

j′a = ja + δfa = ja +
∂fa

∂φi
δφi +

∂fa

∂(∂bφi)
∂b(δφ

i) (2.21)

2.3 Examples

Example 2.1 Pure Yang-Mills theory

A pure Yang-Mills theory is described by gauge fields Aaµ(x) and action

S[A] =

∫
−1

4
k(F µν , Fµν) =

∫
−1

4
kabF

aµνF b
µν (2.22)

where k(·, ·) is the Killing form and kab = k(Ta, Tb), for any basis of the Lie

algebra {Ta}a=1,...,n ⊂ g. Note that the Killing form is invertible if and only if

the corresponding Lie algebra is semi-simple.

To get the explicit expression for the current associated to the symmetry

δAaµ = −([Aµ, ε])
a, it is useful to compute the following two quantities2

∂

∂Aaµ

(
−1

4
F 2

)
=− kbcf bdaAdνF cνµ = ([Aν , F

νµ])a (2.23)

∂

∂(∂νAaµ)

(
−1

4
F 2

)
=− F νµ

a (2.24)

1There is an explicit verification of this in one of the appendices
2Lie algebra labels a, b, c are lowered and raised with the kab and its inverse kab
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Thus, the conserved current is

jµa = fabcA
b
νF

cνµ = ([Aν , F
νµ])a (2.25)

Example 2.2 Gauged non-linear sigma model

We do the same for a gauged non-linear sigma model which is described here

as the usual sigma model X : Σ→M

S[X] =
1

2

∫
Σ

Gµν(X)∂aX
µ∂aXν (2.26)

with its isometry group Isom(M) := {Kµ
i (X) Killing fields} gauged. This

corresponds to

S[X,A] =
1

2

∫
Σ

(DaX) · (DaX) (2.27)

where (DaX)µ(σ) = ∂aX
µ(σ) + Aia(σ)Kµ

i (X(σ)), and the label i = 1 , . . . ,

dim(Isom(M)). Here the gauge transformations are

δX(σ) =
[
exp

(
ci(σ)Ki(σ)

)
X
]

(σ)−X(σ) = ci(σ)Ki(X(σ)) (2.28)

δAia(σ) =f ijkA
j
a(σ)ck(σ) + ∂ac

i(σ) (2.29)

Then the current coming from the associated global symmetry is

jai (σ) = Gµν(X(σ))(DaX)µKν
i (X(σ)) (2.30)

We don’t need to gauge the full isometry group, take as an example the

gauged sigma model with target space (RN , g) where we have only gauged

SO(N) ⊂ Isom(RN). Thus, we have the action

S[φ,A] =
1

2

∫
(Dµφ)i(D

µφ)i (2.31)

where the Killing fields Ki
a(φ) act as matrices

Ki
a(φ) = (Ka)

i
jφ

j =: (Ta)
i
jφ

j (2.32)

and computing the following relevant quantities

∂

∂Aaµ

(
1

2
(Dµφ) · (Dµφ)

)
=(Dµφ) · (Taφ) (2.33)

∂

∂φi

(
1

2
(Dµφ) · (Dµφ)

)
=gjk(A

µ)ki(Dµφ)j = −gik(Aµ)kj(Dµφ)j (2.34)

∂

∂(∂µφi)

(
1

2
(Dµφ) · (Dµφ)

)
=gij(D

µφ)j (2.35)

we end up with the currents

jµa = (Dµφ)i(Ta)
i
jφ

j (2.36)
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Example 2.3 SU(N) Gauge theory

An SU(N) gauge theory is described by the action3

S[φ,A] =

∫
〈Dµφ,D

µφ〉+
1

g2
LYM

=

∫
(Dµφ

∗)i(D
µφ)i +

1

g2
LYM (2.37)

where the covariant derivative acts as (Dµφ)i = ∂µφ
i + (Aµ)i jφ

j which implies

(Dµφ
∗)i = ∂µφ

∗
i − φ∗j(Aµ)ji. To clarify the 〈·, ·〉 notation, the first term in the

action is

〈Dµφ,D
µφ〉 = gij(Dµφ)i∗(Dµφ)j

= (∂µφ
∗
i − (Aµ)jiφ

∗
j)(∂

µφi + (Aµφ)i) (2.38)

The equations of motion of φ and Aaµ are respectively

δS

δφi
= −(DµD

µφ)i (2.39)

δS

δAaµ
= (DνF

νµ)a + (Dµφ) · (Taφ) (2.40)

while the conserved Noether current (global invariance of full theory) is

jµa = (Dµφ) · (Taφ) + ([Aν , F
νµ])a (2.41)

We can play a bit with equation (2.18), and for example vary only φ i.e.

δφi = ωa(Taφ) and δAaµ = 0. Thus, this global symmetry (subsymmetry of the

full one) implies the identity

∂µ ((Dµφ) · (Taφ)) +
δS

δφi
(Taφ)i = 0 (2.42)

which doesn’t necessarily gives us new constraints.

2.4 Bosonic strings in background fields

Following the philosophy of a NLSM, we can think of the fields X : Σ → M

with (Σ, h) and (M,G) pseudo-Riemannian manifolds of dimension 1 + 1 and

3In the first line 〈·, ·〉 is an hermitian bilinear form while in the second line we already

used some basis and defined φ∗i = φjgji

12



1 + (d − 1) respectively, as strings moving on a curved background. The

corresponding action would be

S[X, h] = −
∫

Σ

〈∗dX, dX〉

= −
∫

Σ

d2σ
√
−hhαβGµν(X)∂αX

µ∂βX
ν (2.43)

which gives the following equations of motion

Gρµ∂α(
√
−hhαβ∂βXµ) + Γρµν

√
−hhαβ∂αXµ∂βX

ν = 0 (2.44)

and assuming Gµν is invertible, the EOM can be rewritten as

∇α(
√
−hhαβ∂βXµ) = 0 (2.45)

Moreover, we can consider the manifold M as having more structure. For

instance, consider a two-form B ∈ Λ2(M) and the modified action

S[X, h] = −1

2

∫
Σ

〈∗dX, dX〉+

∫
Σ

X∗B

= −1

2

∫
Σ

d2σ
√
−hhαβGµν(X)∂αX

µ∂βX
ν +

1

2

∫
Σ

εαβBµν(X)∂αX
µ∂βX

ν

(2.46)

which is the action for a string propagating in a curved background with a

B-field.

The EOM get modified such as to obtain an extra term in the connection

that takes the role of a torsion (an antisymmetric one)

∂α(
√
−hhαβ∂βXµ) +

(√
−hhαβΓµρν −

1

2
εαβHµ

ρν

)
∂αX

ρ∂βX
ν = 0 (2.47)

where H = dB or in coordinates Hρµν = ∂ρBµν + ∂µBνρ + ∂νBρµ

In conformal gauge, the action is

S[X] =− 1

4πα′

∫
d2σ

(
ηabGµν(X)− εabBµν(X)

)
∂aX

µ∂bX
ν

=− 1

4πα′

∫
dσ+dσ−

1

2
{(−2Gµν + 2Bµν)∂+X

µ∂−X
ν

+(−2Gµν − 2Bµν)∂−X
µ∂+X

ν}

=
1

2πα′

∫
(Gµν +Bµν)∂−X

µ∂+X
ν (2.48)

13



Denoting Aµν = Gµν + Bµν , we can compute the variation of the action

corresponding to the one-parameter family of space-time diffeomorphismsX ′ =

exp(εξ)X which in the {Xµ}-chart is

δXµ = εξµ(X) (2.49)

where ξµ is the generation vector field in the said chart. Thus, the variation is

δS =
1

2πα′

∫
ε(LξA)µν∂−X

µ∂+X
ν (2.50)

which implies that symmetries are generated by vector fields ξ with property

(LξA) = dλ or equivalently (LξG)µν = 0 & (LξB)µν = ∂[µλν] (2.51)

since LξG and LξB are the symmetric and antisymmetric part of LξA.

Next, we compute the equations of motion (EOM) and the Noether current

associated to the symmetries found previously. We begin by reordering δS

without integrating out total derivatives

0 = δS =

∫
(εξρ)∂ρAµν∂−X

µ∂+X
ν + Aµν∂−(εξµ)∂+X

ν + Aµν∂−X
µ∂+(εξν)

=ε

∫
ξρ(∂ρAµν − ∂µAρν − ∂νAµρ)∂−Xµ∂+X

ν − (Aµν + Aνµ)ξµ∂−∂+X
ν

+ ∂−(Aµνξ
µ∂+X

ν) + ∂+(Aµν∂−X
µξν)

=ε

∫ [
− 2ξρ(Γ̃ρµν∂−X

µ∂+X
ν +Gρµ∂−∂+X

µ) + (∂−j+ + ∂+j−)
]

(2.52)

where

Γ̃ρµν =
1

2
(∂µAρν + ∂νAµρ − ∂ρAµν) = Γρµν −

1

2
Hρµν (2.53)

j− = (∂−X
µ)Aµνξ

ν (2.54)

j+ = ξµAµν(∂+X
ν) (2.55)

Thus, we can easily identify the EOM as

Γ̃ρµν∂−X
µ∂+X

ν +Gρµ∂−∂+X
µ = 0 (2.56)

and the conservation of current j− = (∂−X
µ)Aµνξ

ν and j+ = ξµAµν(∂+X
ν)

∂−j+ + ∂+j− = 0 (2.57)

14



Furthermore, if we assume that the metric tensor is invertible, then the

EOM can be rewritten in terms of covariant derivatives

∇−∂+X
ρ =

1

2
Hρ

µν∂−X
µ∂+X

ν (2.58)

where ∇ is the pullback of the Levi-Civita connection of the target space;

therefore, it acts as ∇±V µ = ∂±V
µ + (Γµρν∂±X

ρ)V ν .

We could also make a Wick-rotation, so the action gets modified to

S[X] =

∫
Σ

δabGµν∂aX
µ∂bX

ν + i

∫
Σ

εabBµν∂aX
µ∂bX

ν (2.59)

equivalently, in (z, z̄) coordinates

S[X] =

∫
Σ

(Gµν +Bµν)∂X
µ∂̄Xν =

∫
Σ

(Gµν −Bµν)∂̄X
µ∂Xν (2.60)

2.5 Local and holomorphic symmetries

This sections intends to study what are the conditions imposed on the back-

ground fields such that the symmetry group of the target space becomes a

local one.

The local transformation δXµ(σ) = ε(σ)ξµ(X(σ)) varies the action as

δS =

∫
ε
(

(LξA)µν∂−X
µ∂+X

ν
)

+ (∂−ε)j+ + (∂+ε)j− (2.61)

=

∫
ε
(

(LξA)µν∂−X
µ∂+X

ν − ∂−j+ − ∂+j−

)
(2.62)

Thus, the transformation with an arbitrary ε(σ+, σ−) is a symmetry of the

action if and only if the quantity in brackets is zero

0 =(LξA)µν∂−X
µ∂+X

ν − ∂−j+ − ∂+j−

= [(LξA)µν − ∂µ(ξρAρν)− ∂ν(Aµρξρ)] ∂−Xµ∂+X
ν − ∂−∂+X

µ(2ξµ)

= [ξρ∂ρAµν − ξρ∂µAρν − ξρ∂νAµρ] ∂−Xµ∂+X
ν − ∂−∂+X

µ(2ξµ)

= [−2ξρΓρµν + ξρHρµν ] ∂−X
µ∂+X

ν − ∂−∂+X
µ[2ξµ] (2.63)

Then, this equation holds for any field configuration Xµ(σ) if the terms inside

the square brackets are zero. However, up to this point we haven’t used that

LξA = dλ (i.e. LξG = 0 and LξB = dλ), and together with identities

(LξG)µν = −2ξρΓρµν + ∂µξν + ∂νξµ (2.64)

(LξB) = ιξH + d(ιξB) (2.65)

15



the conditions that make δXµ(σ) = ε(σ)ξµ(X(σ)) into a symmetry of the

action become ξ ∈ Ker(G) and (ιξB − λ) to be a closed 1-form

ξµGµν = 0 (2.66)

d(ιξB − λ) = 0 (2.67)

Now, we focus on the requirements to get only holomorphically local sym-

metries i.e. δXµ = ε(σ+)ξµ(X) or δXµ = ε(σ−)ξµ(X).

To begin, Let’s choose ε(σ+) and vary the action accordingly

δS =

∫
ε(LξA)−+ + (∂+ε)j− + (∂−ε)j+

=

∫
ε(LξA)−+ + (∂+ε)j−

=

∫
dσ+dσ−ε(σ+) [∂−(λµ∂+X

µ)− ∂+(λµ∂−X
µ)− ∂+j−]

=−
∫
dσ+dσ−ε(σ+) [∂+(λµ∂−X

µ) + ∂+j−]

=

∫
dσ+dσ−∂+ε(σ

+) [λµ∂−X
µ + j−]

=

∫
dσ+dσ−∂+ε(σ

+) [(λµ + Aµνξ
ν)∂−X

µ]

=

∫
dσ+∂+ε(σ

+)

[∫
dσ−(λµ + Aµνξ

ν)∂−X
µ

]
(2.68)

Then, asking for this transformation to be a symmetry of the action for an

arbitrary ε(σ+) implies ∫
dσ−(λµ + Aµνξ

ν)∂−X
µ = 0 (2.69)

which holds if we ask the 1-form (λµ + Aµνξ
ν) to be exact

(λµ + Aµνξ
ν) = ∂µφ equivalently (λ− ιξB + ξ) = dφ (2.70)

Similarly, if we pick ε(σ−) we end up with conditions

(λν − ξµAµν) = ∂νφ equivalently (λ− ιξB − ξ) = dφ (2.71)

Now we want to check if the currents associated to target space symmetries

are holomorphic. If given the case that they are not, new conditions should be

imposed. Let’s begin by recalling the EOM

Gρµ∂−∂+X
µ + Γρµν∂−X

µ∂+X
ν =

1

2
Hρµν∂−X

µ∂+X
ν (2.72)
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and consider ξµ(X) an infinitesimal symmetry of our action i.e. LξA = dλ.

Then, we found that the local transformation δXµ = ε(σ+, σ−)ξµ is a symme-

try if ξµGµν = 0 and d(λ− ιξB) = 0. Thus,

∂+j− = ∂+(∂−X
µAµνξ

ν)

= ∂+(∂−X
µBµνξ

ν)

= −∂+∂−X
µ(ιξB)µ − ∂ν(ιξB)µ∂−X

µ∂+X
ν (2.73)

analogously for j+

∂−j+ = (ιξB)ν∂−∂+X
ν + ∂µ(ιξB)ν∂−X

µ∂+X
ν (2.74)

Although we’re allowed to use the EOM to further simplify the previous ex-

pressions, we can verify that this is of no use since the contraction ξρ(EOM)ρ

only yields the condition (ιξH)µν∂−X
µ∂+X

ν = 0.

In the same fashion we can test if the currents meet the condition ∂−j+ =

∂+j− = 0 for the holomorphic local transformation

δXµ = ε(σ+)ξµ (or δXµ(σ−) = ε(σ−)ξµ) (2.75)

First recall that this is a symmetry if conditions (λ−ιξB+ξ) = dφ (respectively

(λ− ιξB − ξ) = 0) are imposed. First, consider the case ε(σ+); thus,

∂−j+ = ∂−(ξµAµν∂+X
ν)

= ∂−(λν∂+X
ν) + ∂−(2ξν∂+X

ν)

= ∂−(λν∂+X
ν) + 2∂µξν∂−X

µ∂+X
ν + 2ξν∂−∂+X

ν

= ∂−(λν∂+X
ν) + (2∂µξν − 2ξρΓρµν + ξρHρµν)∂−X

µ∂+X
ν

= ∂−(λν∂+X
ν) + (LξG)µν∂−X

µ∂+X
ν

= ∂−(λν∂+X
ν) (2.76)

and more simply, ∂+j− = −∂+(λµ∂−X
µ). In a similar way, if we had chosen

ε(σ−), we would have gotten

∂−j+ = ∂−(λν∂+X
ν) (2.77)

∂+j− = −∂+(λµ∂−X
µ) (2.78)

Even though we obtained that the currents are not holomorphic i.e. ∂−j+ 6=
∂+j− 6= 0, this could still be achieved by realizing first that currents associated
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to a symmetry are not uniquely defined. They are modified if we add a total

derivative term to the action. For instance,

S −→ S +

∫
∂a(f

a(X, ∂X)) (2.79)

implies

ja −→ ja +
∂fa

∂Xµ
ξµ +

∂fa

∂(∂bXµ)
∂b(ξ

µ) (2.80)

where ξµ is the vector field generating the symmetry δξS = 0.

A promising attempt is choosing f−(X, ∂X) = Vµ∂−X
µ and f+(X, ∂X) =

−Vν∂+X
ν , where Vµ(X) is a target space 1-form. Thus, the modified currents

become

j− → j− + (LξV )µ∂−X
µ (2.81)

j+ → j+ − (LξV )µ∂+X
ν (2.82)

and solving λ = LξV for Vµ(X) i.e. inverting Lξ will give us holomorphic

currents ∂−j+ = ∂+j− = 0.

3 Wess-Zumino-Witten Model

Although string theory, as derived from the Polyakov action is completely

solvable, due to the fact that it represents a 2D theory of D free bosons, there

are many more stringy systems where things are not so easy. In a general

background one does not even know how to solve the EOM , due the lack of

symmetry of the action. There is however a class of theories, where strings be-

have more or less as free strings although they are interpreted as strings moving

on a curved manifold. These models are the WZW models, and describe the

propagation of strings on a group manifold.

The WZW model was introduced by Witten [5] with the original inten-

tion of getting an equivalent bosonic theory for a system of fermions with a

non-abelian symmetry. This model went further and many new applications

appeared e.g. kappa symmetry in D-branes. Plus, in the same paper it was

shown that the theory is conformal at 1-loop level and since the theory locally

describes a string moving in curved background, we actually have associated

backgrounds holding the 1-loop beta equations.

Finally, Wess-Zumino-Witten models are conformal field theories in which

an affine, or Kac-Moody algebra gives the spectrum of the theory. The two-

dimensional WZW model studied here is a system whose kinetic term is given

by the nonlinear sigma model and the potential is the Wess-Zumino term.
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3.1 WZW action

We begin this section by stating the WZW action with all of its features, just

to later deduce these properties.

Consider as the dynamical fields of the theory smooth mappings g : Σ→ G

from the worldsheet (Σ, h) to a Lie group G (we ask G to be compact, simple

and connected). Then the WZW action is given by

SWZW [g, h] = − k

8π

∫
Σ

√
hhµνκ(g−1∂µg, g

−1∂νg) +
ki

24π

∫
M3

g̃∗Ω3 (3.1)

where

• M3 is a 3-manifold with Σ = ∂M3 e.g. a solid sphere M3 = B3 and its

boundary ∂M3 = Σ = S2 a 2-sphere.

• κ(·, ·) the Killing form in g := Lie(G). We set it to be Tr(· ·) in our

description.

• Ω3 the Cartan 3-form of G, which in some chart is

Ω3 = κ(g−1∂ig, [g
−1∂jg, g

−1∂kg])dqi∧dqj∧dqk (3.2)

• g̃ : M3 → G is any continuation of the map g to M3 (i.e. g̃|Σ = g)

• k is an positive integer called the level

It’s important to notice that there are infinite ways of choosing a continua-

tion of the map g; however, the integral is a topological term i.e. it won’t vary

arbitrarily under continuous deformations of g̃ but only for mappings that be-

long to a different homotopy class. Therefore, there exists an ambiguity in the

WZW action that we will show to be proportional to elements of π3(G) = Z.

Despite this ambiguity, having a well-defined path-integral quantization will

force the level k to be a integer by a procedure called topological quantization.

We begin now to deduce in detail the properties already stated. We start

by deducing the value of the relative factors between the first and second term

in the WZW action. Then, we’ll compute the ambiguity that was previously

mentioned. And, finally we’ll show how the topological quantization of the

level k is done.
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To make a simplification we consider conformal gauge hµν = δµν and denote

Aµ := g−1∂µg. Thus, the WZW action is expressed as4

SWZW [g] = c1

∫
Σ

Tr(AµA
µ) + ic2

∫
M3

εµ̄ν̄ρ̄Tr(Aµ̄[Aν̄ , Aρ̄]) (3.3)

=: c1 SPCM + ic2 SWZ (3.4)

Having a complex number i in front of SWZ is motivated by the fact that

WZW theory can be thought as locally describing a string moving on a curved

background plus a B-field. As such, the term containing the B-field has a

complex number i in front after performing a Wick-rotation. This complex

number doesn’t appear when working with Minkowski metric.

There are more than one way to justify the relative factor c2/c1. The

one presented here is by asking to obtain equations of motion that describe

holomorphic currents. It is useful to obtain the following variation

δAµ = δ(g−1∂µg)

= δ(g−1)∂µg + g−1∂µ(δg)

= −g−1δgg−1∂µg + ∂µ(g−1δg)− ∂µ(g−1)δg

= ∂µ(g−1δg)− (g−1δg)g−1∂µg + g−1∂µg(g−1δg)

= ∂µ(g−1δg) + [Aµ, (g
−1δg)] (3.5)

Therefore, varying each term we get

δSPCM = 2

∫
Σ

Tr(δAµA
µ)

= 2

∫
Σ

Tr(∂µ(g−1δg)Aµ + [Aµ, g
−1δg]Aµ)

= 2

∫
Σ

Tr(∂µ(g−1δg)Aµ + [Aµ, Aµ]g−1δg)

= 2

∫
Σ

∂µ(Tr(g−1δgAµ))− 2Tr((g−1δg)∂µA
µ) (3.6)

4It should be understood that the field Aµ̄ in the second term is using the continuation

g̃ to the 3-manifold M3 i.e. Aµ̄ = g̃−1∂µ̄g̃.
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and

δSWZ = 3

∫
M3

εµ̄ν̄ρ̄Tr(δAµ̄[Aν̄ , Aρ̄])

= 3

∫
M3

εµ̄ν̄ρ̄Tr(∂µ̄(ḡ−1δḡ)[Aν̄ , Aρ̄] + [Aµ̄, ḡ
−1δḡ][Aν̄ , Aρ̄])

= 3

∫
M3

εµ̄ν̄ρ̄Tr(∂µ̄(ḡ−1δḡ)[Aν̄ , Aρ̄] + [[Aν̄ , Aρ̄], Aµ̄]ḡ−1δḡ)

= 3

∫
M3

εµ̄ν̄ρ̄Tr(∂µ̄(ḡ−1δḡ)[Aν̄ , Aρ̄])

= −6

∫
M3

∂µ̄(Tr((ḡ−1δḡ)∂ν̄Aρ̄))dy
µ̄∧dyν̄∧dyρ̄

= −6

∫
M3

d(Tr((ḡ−1δḡ)∂ν̄Aρ̄)dy
ν̄∧dyρ̄)

= −6

∫
M3

d
(

Tr((ḡ−1δḡ)dA)
)

= −6

∫
Σ

εµνTr((g−1δg)∂µAν) (3.7)

where in the last line we used Stokes theorem
∫
M3
d(...) =

∫
∂M3

(...). Thus, the

full variation is

δSWZW =

∫
Σ

−2c1Tr((g−1δg)∂µA
µ)− 6ic2Tr((g−1δg)εµν∂µAν) (3.8)

which gives the following EOM(
δµν + 3i

c2

c1

εµν
)
∂µAν = 0 (3.9)

Thus, considering that c1 must be negative to get a positive kinetic term, we

are left with two equivalent choices that will determine the sign of the SWZ

term
c2

c1

=
1

3
or

c2

c1

= −1

3
(3.10)

we choose the second option c2/c1 = −1/3. Therefore, the EOM corresponding

to SWZW = |c1|(−SPCM + (i/3)SWZ) is

∂z̄Az = ∂̄(g−1∂g) = 0 (3.11)

which has as a general solution

g(z, z̄) = h̃(z̄)h(z) ; for arbitrary maps h, h̃ (3.12)
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Now, we focus in the ambiguity of the WZW action coming from the SWZ

term. So, take the difference of SWZ [g] using two different continuations of g

to M3

∆SWZ =

∫
M3

ḡ∗Ω3 −
∫
M3

g̃∗Ω3 (3.13)

=

∫
M3∪M3−

(ḡ ∪ g̃)∗Ω3 (3.14)

where the minus sign in M3− indicates that integrations of forms on this 3-

manifold should be done with the opposite orientation used for M3. And,

(ḡ ∪ g̃) now represents a map defined on M3 ∪M3−.

To proceed in the computation we need a intermezzo explaining some topo-

logical properties.

A key feature of compact Riemann surfaces Σ of any genus is that when seen

in R3, they enclose solid regions M3 (3-manifolds) called handlebodies e.g. the

Riemann sphere Σ(g=0) = S2 encloses a solid ball B3, and a torus Σ(g=1) = T 2

a solid torus. The importance of handlebodies is that if we glue any two of

them (of same genus) by their boundaries, we end up with a 3-sphere S3. This

is called a Heegaard splitting of S3. Consider the simplest example:

Example 3.1 Two solid spheres of radius 1 with opposing orientations B3+

and B3−

Take B3− and apply the inversion map f(~x) = ~x/|~x|2 in R3. Thus, f(B3−) is

R3∪{∞} minus the open unit ball. Furthermore, the inversion map f changes

Figure 1: Heegaard splitting of S3 using a genus two Riemann surface

the orientation of the region, so if B3− had the opposite orientation of R3, after

applying the map f(B3−) shares the same orientation of R3 which is the same

as B3. Finally, B3 and f(B3−) are complementary regions in R3 ∪ {∞} = S3

with compatible orientation. This constitutes a Heegaard splitting of S3 into
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handlebodies of genus 0: S3 = B3∪B3−. In the same fashion S3 = M3∪(M3)−

for handlebodies of higher genus.

We can now proceed in the computation of the ambiguity coming from

SWZ

∆SWZ =

∫
M3∪M3−

(ḡ ∪ g̃)∗Ω3

=

∫
S3

(ḡ ∪ g̃)∗Ω3

=

∫
S3

Tr(h−1∂ih, [h
−1∂jh, h

−1∂kh])dyi∧dyj∧dyk; h := (ḡ ∪ g̃)

= 2

∫
S3

Tr(h−1∂ihh
−1∂jhh

−1∂kh)dyi∧dyj∧dyk

= 48π2

[
1

24π2

∫
S3

Tr
(

(h−1dh)∧(h−1dh)∧(h−1dh)
)]

(3.15)

What is inside the square brackets is called winding number5 or degree of the

map h : S3 → G, and only take values according to the third homotopy group

of G

π3(G) = Z; for G compact, simple, simply-connected (3.16)

thus, the variation ∆SWZ = 48π2n for n ∈ Z.

To finish this section we perform the topological quantization of the before

mentioned level k. This is done only by asking to have a well-defined path-

integral quantization of the WZW theory i.e. we will only consider the cases

when the exponential of the ambiguity of SWZW is always 1

e−SWZW = e−SWZW e−∆SWZW ⇔ e−∆SWZW = e−
|c1|i
3

∆SWZ = 1 (3.17)

which occurs if and only if 16π2|c1|n is a multiple of 2π for every n ∈ Z or

equivalently if

|c1| =
k

8π
; for some k ∈ Z>0 (3.18)

This fixed positive integer k is called the level and is related to the affine

Kac-Moody algebra associated to G.

3.2 Symmetries

In the previous part we have described the properties of the WZW action

SWZW [g] = − k

8π

∫
Σ

Tr(AµA
µ) +

ki

24π

∫
M3

εµ̄ν̄ρ̄Tr(Aµ̄[Aν̄ , Aρ̄]) (3.19)

5In the appendix we describe with more detail the properties of the winding number.
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where Aµ = g−1∂µg, and EOM

(δµν − iεµν)∂µAν = ∂̄(g−1∂g) = 0 (3.20)

In this description we are using the left-invariant current which makes explicit

the global symmetry g(z, z̄) → hg(z, z̄) for h ∈ G. Likewise, we can rewrite

the WZW action using the right-invariant current Ãµ = g∂µg
−1

SWZW [g] = − k

8π

∫
Σ

Tr(ÃµÃ
µ)− ki

24π

∫
M3

εµ̄ν̄ρ̄Tr(Ãµ̄[Ãν̄ , Ãρ̄]) (3.21)

which makes explicit the global symmetry g(z, z̄) → g(z, z̄)h for h ∈ G. Fur-

thermore, the variation of the right-invariant current gives

δÃµ = ∂µ(−δgg−1) + [Ãµ, (−δgg−1)] (3.22)

that let us compute the EOM in exactly the same way as for the previous

description but with a flipped sign in the second term of the action

(δµν + iεµν)∂µÃν = ∂(g∂̄g−1) = 0 (3.23)

This EOM still has as general solution g(z, z̄) = h̃(z̄)h(z) as expected since

independently of how the action is written, we are dealing with the same

theory. Finally, a simple computation connects both of these currents

Ã = gdg−1 = −gg−1dgg−1 = −gAg−1 (3.24)

The symmetries of the WZW action are not limited to G×G global sym-

metry. We now show that the theory posseses local holomorphic symmetries

g(z, z̄) → f(z̄)g(z, z̄)h(z) (3.25)

To show this symmetry, we proof the Polyakov-Wiegmann formula

SWZW [gh] = SWZW [g] + SWZW [h] +
k

8π

(
2

∫
Σ

Tr(δµν + iεµν)AgµÃ
h
ν

)
(3.26)

Computing each term separately SWZW = (k/8π)(−SPCM + (i/3)SWZ)

SPCM [gh] =

∫
Σ

Tr
(

(gh)−1∂µ(gh)(gh)−1∂µ(gh)
)

(3.27)

=

∫
Σ

Tr
(

(h−1g−1∂µgh+ h−1∂µh)(h−1g−1∂µgh+ h−1∂µh)
)

(3.28)

= SPCM [g] + SPCM [h]− 2

∫
Σ

Tr((g−1∂µg)(h∂µh−1)) (3.29)

= SPCM [g] + SPCM [h]− 2

∫
Σ

Tr(AgµÃ
h
ν)δ

µν (3.30)
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with some more effort we get

SWZ [gh] = SWZ [g] + SWZ [h] + 6

∫
Σ

Tr(AgµÃ
h
ν)ε

µν (3.31)

this is done by noticingAghµ = h−1Agµh+Ahµ = h−1(Agµ−Ãhµ)h, and by expressing

the crossed terms using Ag and Ãh, so for example

Aghρ [Aghµ , A
gh
ν ] = h−1Agρ[A

g
µ, A

g
ν ]h+ Ahρ [A

h
µ, A

h
ν ]

− h−1Ãhρ [A
g
µ, A

g
ν ]h+ +h−1Agρ[Ã

h
µ, Ã

h
ν ]h

− h−1
{

(Agρ − Ãhρ)([Agµ, Ãhν ] + [Ãhµ, A
g
ν ])
}
h (3.32)

then, expanding, taking trace and integrating we get

SWZ [gh] = SWZ [g] + SWZ [h]− 3

∫
M3

ερµνTr(Ãhρ [A
g
µ, A

g
ν ])

+ 3

∫
M3

ερµνTr(Agρ[Ã
h
µ, Ã

h
ν ])

= SWZ [g] + SWZ [h] + 6

∫
M3

ερµνTr(Ãhρ∂µA
g
ν)− 6

∫
M3

ερµνTr(Agρ∂µÃ
h
ν)

= SWZ [g] + SWZ [h] + 6

∫
M3

d
(

Tr(Ag∧Ãh)
)

= SWZ [g] + SWZ [h] + 6

∫
Σ

Tr(Ag∧Ãh) (3.33)

Thus, we have proven the Polyakov-Wiegmann formula (3.26) which in (z, z̄)

coordinates looks

SWZW [gh] = SWZW [g] + SWZW [h] +
k

π

∫
Σ

Tr((g−1∂g)(h∂̄h−1)) (3.34)

where we can observe a holomorphic factorization in the last term.

Now it is trivial to verify the local holomorphic symmetry

g(z, z̄) −→ g(z, z̄)h(z) (3.35)

g(z, z̄) −→ h̃(z̄)g(z, z̄) (3.36)

because any configuration h(z) or h̃(z̄) depending only on one parameter holds
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SWZW [h] = SWZW [h̃] = 0.6

SWZW [gh] = SWZW [g] +
k

π

∫
Σ

Tr((g−1∂g)(h(z)∂̄h−1(z)) = SWZW [g] (3.37)

SWZW [h̃g] = SWZW [g] +
k

π

∫
Σ

Tr((h̃−1(z̄)∂h̃(z̄))(g∂̄g−1) = SWZW [g] (3.38)

3.3 Local action and constraints

In this part we are interested in comparing the WZW action in its local form to

a string moving on curved background plus a B-field. Also we show explicitly

that this local action is invariant under the local holomorphic symmetries, or

equivalently, that the vector field generating the variation meets the conditions

that we found in the NLSM case

(λξ,B − ιξB)± ξ = dφ (3.39)

that works for S =
∫

(G+B)µν∂X
µ∂̄Xν .

The local action of the WZW model is based on the result that the Cartan

3-form on G is closed. Thus, if we work on the adequate neighborhoods7 of

M3 that allow to express closed forms as exact ones, we will be able to write

the Wess-Zumino term as a sum of integrals over neighborhoods of Σ∫
M3

ḡ∗Ω3 =
∑
(α)

∫
M

(α)
3

ḡ∗Ω3 =
∑
(α)

∫
M

(α)
3

ḡ∗(db(α)) =
∑
i

∫
Σ(i)

g∗b(i) (3.40)

where in the last equality we used Stokes’ theorem.

Now we proceed with the analysis of this local action by focusing only on

one of these contractible neighborhoods. Thus, we set

Ω3 = 3!db (3.41)

with the 3! to directly identify b with the B-field in the action of a string.

6The Cartan 3-form is closed so locally exact Ω3 = db. Thus by taking an appropriate

covering of M3, we’ll have

SWZ ∼
∑
(α)

∫
Σ(α)

b
(α)
ij ∂q

i∂̄qj ; qi(z, z̄) := qi(h(z, z̄))

for Σ(α) a covering of Σ. Therefore, holomorphic mappings q(z) and q(z̄) make SWZ vanish.
7The kind of neighborhoods that we need are the contractible ones where closed⇔ exact.
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Then, the local action is

SWZW =
k

8π

(∫
−Tr(AµA

µ) +
i

3

∫
g∗(3!b)

)
=

k

8π

(∫
δµν
[
Ea
i E

b
j (−Tr(TaTb))

]
∂µq

i∂νq
j + i

∫
εµνbij∂µq

i∂νq
j

)
=

k

8π

(∫
δµνgij∂µq

i∂νq
j + i

∫
εµνbij∂µq

i∂νq
j

)
=

k

2π

(∫
(gij + bij)∂q

i∂̄qj
)

(3.42)

In the second line, we have used coordinates in G denoted by qi=1,...,dimG and

also expressed the left-invariant current Aµ using frames (also called vielbein)

A = Ea
i (q)Tadq

i ⇒ Aµ = Ea
i (q)∂µq

iTa (3.43)

plus, the background fields relate to the frames Ea
i in the following way

gij = Ea
i E

b
j (−Tr(TaTb)) = Ea

i E
b
jgab = Ea

i Eaj (3.44)

(db)ijk =
1

3!
(Ω3)ijk = Ea

i E
b
jE

c
kTr(Ta[Tb, Tc]) = −Ea

i E
b
jE

c
kfabc (3.45)

where we defined gab := (−Tr(TaTb)) as the flat space metric and used it to

raise and lower Lie algebra indices.

The next step is to find the variation δqi corresponding to the holomorphic

symmetry g′ = geε(z)λ
aTa of SWZW

δg = g × (ε(z)λaTa) (3.46)

with ε(z) the infinitesimal parameter. Although the variation δqi can be

computed exactly[7] by finding and separating the first and second class con-

straints, we take the simpler approach of making an educated guess by varying

the relation (Ea
i ∂µq

i)Ta = g−1∂µg. Thus,8

δ(Ea
i ∂µq

iTa) = ∂jE
a
i δq

j∂iµTa + Ea
j ∂µ(δqj)Ta

= ∂jE
a
i δq

j∂µq
iTa − ∂iEa

j ∂µq
iδqjTa + ∂µ(Ea

j δq
jTa)

= fabcE
b
iE

c
jδq

j∂µq
i + ∂µ(Ea

j δq
jTa)

= [(Eb
i ∂µq

iTb), (E
c
jδq

jTc)] + ∂µ(Ea
j δq

jTa)

= [Aµ, (E
a
j δq

jTa)] + ∂µ(Ea
j δq

jTa) (3.47)

8We use here the flat current condition ∂iAj − ∂jAi + [Ai, Aj ] = 0 in terms of the frames

∂iE
a
j − ∂jEai + fabcE

b
iE

c
j = 0
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that equals to the variation δ(g−1∂µg) = ∂µ(g−1δg) + [Aµ, (g
−1δg)], and allow

us to guess

(Ea
j δq

jTa) = g−1δg or equivalently δqi = ε(z)λaEi
a (3.48)

where Ei
a is the inverse frame with properties Ei

aE
b
i = δba and Ei

aE
a
j = δij.

Before proving that our educated guess δqi = ε(z)λaEi
a is indeed the holo-

morphic symmetry of the WZW action, some useful computations are in order.

First of all the Lie derivative of the metric gij respect to ξi := λaEi
a(q)

(Lξg)ij = (LξEa)iEaj + Eai(LξEa)j

= (ιξdE
a)iEaj + Eai(ιξdE

a)j

= −ξk(fabcEb
kE

c
i )Eaj − Eaiξk(fabcEb

kE
c
j )

= −(fabcλ
bEc

i )Eaj − Eai(fabcλbEc
j )

= −(fabc + fcba)λ
bEc

iE
a
j

= 0 (3.49)

and lastly for the b-field

(Lξb)ij = (ιξdb)ij + (dιξb)ij

= −ξkfabcEa
kE

b
iE

c
j + (dιξb)ij

= −fabcλaEb
iE

c
j + (dιξb)ij

= λa(dE
a)ij + (dιξb)ij

= d(λaE
a + ιξb)ij

= d(ξ + ιξb)ij (3.50)

the last equality comes from ξi = gijξ
j = (Ea

i Eaj)λ
bEj

b = λaE
a
i .

Finally, the variation of SWZW with respect to δqi = ε(z)λaEi
a(q) =: ε(z)ξi

δSWZW =

∫
ε(z)(Lξg + Lξb)ij∂qi∂̄qj + (∂ε(z))jz̄ + (∂̄ε(z))jz

=

∫
εd(ξ + ιξb)ij∂q

i∂̄qj + (∂ε)jz̄

=

∫
ε∂((ξ + ιξb)i∂̄q

i)− ε∂̄((ξ + ιξb)i∂q
i) + (∂ε)jz̄

=

∫
ε∂jz̄ − ε∂̄((ξ + ιξb)i∂q

i) + (∂ε)jz̄

=

∫
−ε(z)∂̄((ξ + ιξb)i∂q

i) + ∂(εjz̄)

= 0 (3.51)
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This could also be understood if we notice that the background fields g and

b together with the vector field generating the symmetry ξi = λaEi
a hold the

condition we found to get holomorphic local symmetry in the NLSM (of which

WZW is a special case)

Lξb− d(ξ + ιξb) = d(λξ,b − ιξb− ξ) = 0 ⇔ (λξ,b − ιξb− ξ) = dφ (3.52)

where the if-and-only-if relation happens because we are working on con-

tractible neighborhoods of Σ where closed ⇔ exact.

In the same fashion we can find the variation δqi corresponding to the

antiholomorphic symmetry. We follow the same procedure and get δqi =

ε(z̄)λbẼi
b. This time we should express SWZW using the right-invariant currents

to get the associated local WZW action

SWZW =
k

8π

(
−
∫

Σ

Tr(ÃµÃ
µ)− i

3

∫
M3

εµνρTr(Ãµ[Ãν , Ãρ])

)
=

k

8π

(∫
δµν
[
Ẽa
i Ẽ

b
j (−Tr(TaTb))

]
∂µq

i∂νq
j + i

∫
εµν b̃ij∂µq

i∂νq
j

)
=

k

2π

(∫
(g̃ij + b̃ij)∂q

i∂̄qj
)

(3.53)

and, as in the previous case, the background fields depend on the frames Ẽa
i

as

g̃ij = Ẽa
i Ẽ

b
j (−Tr(TaTb)) = Ẽa

i Ẽ
b
jgab = Ẽa

i Ẽaj (3.54)

(db̃)ijk = − 1

3!
(Ω3)ijk = −Ẽa

i Ẽ
b
j Ẽ

c
kTr(Ta[Tb, Tc]) = Ẽa

i Ẽ
b
j Ẽ

c
kfabc (3.55)

Furthermore, their Lie derivatives are

(Lξg̃) = 0 (3.56)

(Lξ b̃) = d(−ξ + ιξ b̃) (3.57)
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With all these it becomes easy to show explicitly the symmetry

δSWZW =

∫
ε(z̄)(Lξg̃ + Lξ b̃)ij∂qi∂̄qj + (∂ε(z̄))jz̄ + (∂̄ε(z̄))jz

=

∫
εd(−ξ + ιξ b̃)ij∂q

i∂̄qj + (∂̄ε)jz

=

∫
ε∂((−ξ + ιξ b̃)i∂̄q

i)− ε∂̄((ξ + ιξ b̃)i∂q
i) + (∂̄ε)jz

=

∫
ε∂((−ξ + ιξ b̃)i∂̄q

i) + ε∂̄jz + (∂̄ε)jz

=

∫
ε(z̄)∂((−ξ + ιξb)i∂̄q

i) + ∂̄(εjz)

= 0 (3.58)

which can be also understood in terms of the conditions for holomorphic sym-

metry

Lξ b̃− d(−ξ + ιξ b̃) = d(λξ,̃b − ιξ b̃+ ξ) = 0 ⇔ (λξ,̃b − ιξ b̃+ ξ) = dφ (3.59)

To finish this section, it could be useful to relate the backgrounds gij and

g̃ij, and the 2-forms bij b̃ij. For this consider the relation between the left- and

right-invariant forms Ãi = −gAig−1 and express one of the frame fields Ẽa
i in

terms of the other Ea
i

Ãi = −gAig−1 = −Adg(Ai) = −Eb
iAdg(Tb) = −Eb

i [Adg]
a
bTa (3.60)

therefore,

Ẽa
i = −[Adg]

a
bE

b
i (3.61)

where the matrix [Adg] = exp(yc(q)[adTc ]) for g(q) = exp(yc(q)Tc) ∈ G (as-

suming G is connected). Then is simple to get

g̃ij = ([Adg]
a
cgab[Adg]

b
d)E

c
iE

d
j (3.62)

while the bij and b̃ij since are define only up to an exact form, are better related

by their derivatives
1

3!
Ω3 = db = −db̃ (3.63)

3.4 WZW for non-semi-simple groups

Up to now we have been using the Killing form (or trace form) to construct

invariants for the WZW action

κ(X, Y ) = Tr(adXadY ) or in coordinates κab = fdacf
c
bd (3.64)
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but this is of no use when we deal with non-semi-simple9 Lie algebras be-

cause of the Cartan’s criterion. This criterion establishes that a Lie algebra is

semisimple if and only if its Killing form is non-degenerate (invertible tensor

κab). Furthermore, for semisimple Lie algebras the space of invariant symmet-

ric bilinear forms is one dimensional i.e. all of them are proportional to the

Killing form.

One way of constructing invariant tensors for the WZW action with non-

semi-simple groups is described by Nappi and Witten [8]. They use the fact

that for this case the Killing form doesn’t have the role of generating all in-

variant symmetric bilinear forms and so we only need a bilinear form with

those properties: κ(·, ·) non-degenerate, κ(X, Y ) = κ(Y,X) symmetric and

κ(adX(Y ), Z) + κ(Y, adX(Z)) = 0 ad-invariant. For a particular basis

κcaκab = δcb (invertibility) (3.65)

κab = κba (symmetric) (3.66)

fdcaκdb + κadf
d
cb = 0 (ad-invariance) (3.67)

The property of ad-invariance is the ”infinitesimal” version of Ad-invariance.

To show that the first implies the latter, we compute (assuming G is connected

g = exp(Z))

κ(Adg(X), Y ) = κ(
∑
n

1

n!
adnZ(X), Y )

=
∑
n

1

n!
κ(adnZ(X), Y )

=
∑
n

1

n!
κ(X, adn−Z(Y ))

= κ(X,Adg−1(Y )) (3.68)

The existence of such metric form κ(·, ·) let us define the WZW action for

these non-semi-simple groups

S =
k

8π

(
−
∫

Σ

ηµνκ(Aµ, Aν) +
i

3

∫
M3

εµ̄ν̄ρ̄κ(Aµ̄, [Aν̄ , Aρ̄])

)
=

k

8π

(
−
∫

Σ

ηµνκabE
a
µE

b
ν +

i

3

∫
M3

εµ̄ν̄ρ̄κadf
d
bcE

a
µ̄E

b
ν̄E

c
ρ̄

)
(3.69)

Since we have taken out the condition of simplicity, we may have that the third

homotopy group of G is trivial so the level k would not need to be quantized

9A semi-simple Lie algebra is a direct sum of simple Lie algebras and abelian Lie algebras
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anymore. Furthermore, we can also admit non-compact groups which will force

the metric κ(·, ·) to be of indefinite signature[9].

The symmetries for this action are exactly the same as for the case of WZW

with simple groups. It has global G × G symmetry and local holomorphic

G(z̄)×G(z) symmetry.

It is needed bi-invariance and invertibility of the metric to guarantee the

chiral invariance. By imposing chiral invariance on the action

S =

∫
Σ

ηabE
a
µE

bµ +

∫
M3

CabcE
a∧Eb∧Ec (3.70)

we found that

ηdcf
d
ab + ηbdf

d
ac = 0 (3.71)

fdabηdc = Cabc (3.72)

plus det(η) 6= 0.

4 Kappa Symmetry and WZW-like Actions

In the GS formalism for the superstring, invariance under κ-transformations

is crucial for determining the physical spectrum. For example, classical κ-

symmetry is preserved in a curved background when the background satisfies

the low-energy supergravity equations of motion. It is our intention in this

chapter to see this symmetry fixing the WZ-term of certain string models, and

also see its appearance in a geometric way as a right action for coset models.

4.1 Type II Green-Schwarz superstring in flat space

In this part we follow [4] on the construction of a local supersymmetric and

κ-symmetric action for superstrings in flat space.

Sbos = − 1

2π

∫
d2σ
√
hhαβ∂αX · ∂βX (4.1)

Natural supersymmetric generalization

S1 = − 1

2π

∫
d2σ
√
hhαβπα · πβ (4.2)

where Πµ
α = ∂αX

µ − iθ̄AΓµ∂αθ
A
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The required term to get supersymmetry N = 1, 2

S2 =
1

π

∫
d2σ−iεαβ∂αXµ(θ̄1Γµ∂βθ

1− θ̄2Γµ∂βθ
2)+εαβ θ̄1Γµ∂αθ

1θ̄2Γµ∂βθ
2 (4.3)

A = εαβ ε̄1Γµθ̇θ̄Γµθ
′ − ε̄Γµθ′θ̄Γµθ̇ = A1 + A2 (4.4)

where

A1 =
2

3
[ε̄γµθ̇θ̄Γµθ

′ − ε̄Γµθ + ε̄Γµθ̇] (4.5)

A2 =
1

3
[ε̄γµθ̇θ̄Γµθ

′ − ε̄Γµθ − 2ε̄Γµθ̇]

=
1

3

∂

∂τ
[ε̄Γµθθ̄Γµθ

′]− 1

3

∂

∂σ
[ε̄Γµθθ̄Γµθ̇] (4.6)

we can also rewrite A1 as

A1 = 2ε̄Γµψ[1ψ̄2Γµψ3] (4.7)

where the brackets imply the spinors (ψ1, ψ2, ψ3) = (θ, θ′, θ̇) are antisym-

metrized.

Now we are concerned with getting a k-symmetric action

Pαβ
± =

1

2
(hαβ ± εαβ/

√
h) (4.8)

which satisfy the properties of a projection

Pαβ
± hβγP

γδ
± = Pαδ

± (4.9)

Pαβ
± hβγP

γδ
∓ = 0 (4.10)

The κA parameters are restricted to be anti-self-dual for A = 1 and self-dual

for A = 2 describes right-moving modes and symmetries where A = 2 describes

left-moving modes and symmetries.

Let us now suppose, in analogy with the superparticle case, that

δθA = 2iΓ · Πακ
Aα (4.11)

δXµ = iθ̄AΓµδθA (4.12)

with δhαβ still need to be found. Then

δL1 = −
√
hhαβΠα · δΠβ −

1

2
δ(
√
hhαβ)Πα · Πβ (4.13)
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where

δΠµ
α = 2i∂αθ̄

AΓµδθA (4.14)

The lagrangian L2 can be rewritten in the form

L2 = −iεαβΠµ
α(θ̄1Γµ∂βθ

1 − θ̄2Γµ∂βθ
2) + θ4 terms (4.15)

Varying the explicit θ’s in the Πθ2 piece of L2 and combining with the first

term in the variation of L1 gives a term that can be precisely canceled by the

second term in δL1 for the choice

δκ(
√
hhαβ) = −16

√
h(Pαγ

− κ̄1β∂γθ
1 + Pαγ

+ κ̄2β∂γθ
2) (4.16)

Since
√
hhαβ is unimodular and symmetric, it is important that the right-

hand side of the last equation be symmetric and traceless. The self-duality

properties of κ1 and κ2 as well as identities such as

Pαγ
+ P βδ

+ = P βγ
+ Pαδ

+ (4.17)

ensure that this is the case. This construction requires that L1 and L2 have

exactly the relative coefficient given. (One can change the sign of L2, since

this corresponds to the interchanging of θ1 and θ2.)

To complete the proof of the local κ-symmetry it is still necessary to con-

sider the variation of Πµ
α and the θ4 terms in a previous equation. Doing this

one finds that many terms cancel leaving

2θ̄1Γµθ
1′ ˙̄θ1Γµδθ1 − 2θ̄1Γµθ̇

1θ̄1′Γµδθ1 − 2θ̄1Γµδθ
1 ˙̄θ1Γµθ1′ + θ2 terms (4.18)

This is exactly the combination that cancels for the four special types of spinors

listed above. Thus

δθ1 =
√
hPαβ
− ∂βθ

1λα (4.19)

δθ2 =
√
hPαβ

+ ∂βθ
2λα (4.20)

δXµ = iθAΓµδθA (4.21)

δ(
√
hhαβ) = 0 (4.22)

The proof that S1 + S2 is invariant under these transformations requires ma-

nipulations similar to those used to verify the local κ-symmetry.

The equations of motion for the supersymmetric string action are

Πα · Πβ =
1

2
hαβh

γδΠγ · Πδ (4.23)
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Γ · ΠαP
αβ
− ∂βθ

1 = 0 (4.24)

Γ · ΠαP
αβ
+ ∂βθ

2 = 0 (4.25)

∂α[
√
h(hαβ∂βX

µ − 2iPαβ
− θ̄1Γµ∂βθ

1 − 2iPαβ
+ θ̄2Γµ∂βθ

2)] = 0 (4.26)

The first of these correspond to Tαβ = 0. These are complicated nonlinear

equations, but they collapse to simple free theory equations in the light-cone

gauge.

4.2 Review of coset construction

We start by reviewing the general construction to describe superstrings prop-

agating in spaces that can be described as cosets G/H, and use WZW-like

actions. As main examples we have

Flat space
(N = 2)SUSY

SO(9, 1)
(4.27)

super-AdS5 × S5 PSU(2, 2|4)

SO(4, 1)× SO(5)
(4.28)

The description of manifolds in terms of cosets is based on a fiber bundle

construction. Say we have some (super)manifold X that admits a transitive

action by a (super)group G, then if we denote by H = Gx the stabilizer

subgroup with respect to any10 x ∈ X, we will have that the left-coset space

G/H is diffeomorphic to X. In other words, G is a H-bundle with base space

X and canonical projection

π : G −→ X ∼= (G/H) ; π(g) := [g] = gH (4.29)

The one-to-one correspondence X ∼= (G/H) is proven as follows, be H =

Gx and define the map G/H → X where [g] 7→ g ·x. We claim that this map is

a bijection. Firstly we show that it is well-defined i.e. the assignment does not

depend on the representative of the coset. If we take another representative

g′ ∈ [g] then g′ · x = (gh) · x = g · x. Next, to prove injectivity assume

[g] ·x = [g′] ·x. Therefore, g ·x = g′ ·x and then (g′g−1) ∈ H which means that

[g] = [g′]. Finally, surjectivity is shown by taking some y ∈ X and finding a

coset [g] · x = y. It is not hard to guess that coset, by transitivity there exists

some gy ∈ G s.t. gy · x = y. Thus, [gy] · x = y.

10A transitive action on X implies Gx and Gy are isomorphic subgroups for every x, y ∈ G.

They both belong to the same conjugacy class of subgroups i.e. because there exists g ∈ G
s.t. y = g · x, we have that for h ∈ Gx, (ghg−1) · y = y. Thus Gx = g(Gy)g−1.
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Example 4.1 The n-sphere as a coset space

Take G = SO(n+ 1) and X = Sn the n-sphere. To prove the known result

Sn = SO(n+ 1)/SO(n) (4.30)

we have to show first that SO(n+1) acts transitively in the n-sphere and that

the isotropy group of a point (equivalently, any point) of Sn is H = SO(n).

So, we proceed by taking the n-sphere embedded in Rn+1

Sn = {x ∈ Rn+1| xtx = 1} (4.31)

Thus, SO(n+ 1) acts on Sn by matrix multiplication since xtRtRx = xtx = 1

for R ∈ SO(n + 1). Showing that this action is transitive is more involved.

As an intermediate computation, we claim that the canonical vector e1 =

(1, 0, . . . , 0)t can be transformed into any x ∈ Sn. Then, we need to con-

struct the orthogonal matrix Rx such that x = Rxe1. Therefore, we expand

x to an arbitrary basis of Rn+1, say x, x2, . . . , xn+1. Now the key property is

that we can perform the Gram-Schmidt process to get an orthonormal basis

u1, . . . , un+1 where u1 = x. It is easy to see now that the matrix

Rx :=
[
x u2 . . . un+1

]
(4.32)

is orthogonal and obeys x = Rxe1. Transitivity of SO(n + 1) on Sn is now

almost obvious. For any x, y ∈ Sn the orthogonal matrix that connects them

is Ryx = RyR
−1
x . Finally, we are only missing the computation of the isotropy

group of any point in Sn. Take again e1, and its equation Re1 = e1. This is

solved by matrices of the form R = [e1|R2| . . . |Rn+1] which implies

R =

(
1 0t

0 rn×n

)
with rn×n ∈ SO(n) (4.33)

since R belongs to SO(n+1). This concludes the proof Sn = SO(n+1)/SO(n).

Example 4.2 AdSn space as a coset

Showing that AdSn = SO(n − 1, 2)/SO(n − 1, 1) follows the same argument,

first we embed AdSn in R(n−1)+2 as

AdSn = {x ∈ Rn+1| xtηx = −(x−1)2−(x0)2 +(x1)2 + . . .+(xn)2 = −1} (4.34)

and then we prove transitivity of SO(n − 1, 2) and compute its isotropy sub-

group. So, we choose the canonical basis element e−1 ∈ AdSn and now we have
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to construct a matrix R ∈ SO(n− 1, 2) such that Re−1 = x for any x ∈ AdSn.

We cannot use the Gram-Schmidt method this time because of the signature;

however, there’s a more general method of orthogonalization to treat this sit-

uations [10]. The method takes a set of vectors {v−1, v0, v1, . . . , vn} with a

Gram matrix G(v−1, . . . , vn) having all leading principal minors non-zero, and

it gives a new orthogonal set of non-null vectors {u−1, u0, u1, . . . , un}. Our

choice of starting vectors are

v−1 =

 x−1

x0

~x

 , v0 =

 −x0

x−1

~x⊥

 , vi = ei i = 1, . . . , n (4.35)

and the corresponding Gram matrix (we set ~y = ~x⊥ to avoid cumbersome

notation)

G(x, x⊥, e1, . . . , en) =

 −1 0 ~xt

0 −1 ~yt

~x ~y In×n

 (4.36)

while the k-th leading principal minor is

det(G(x, x⊥, e1, . . . , ek)) = det

 −1 0 ~xk
t

0 −1 ~yk
t

~xk ~yk Ik×k


= det(Ik×k) det

[
−I2×2 −

(
~xk
t

~yk
t

)
Ik×k

(
~xk ~yk

)]

= det

(
1 + ~xk

2 ~xk · ~yk
~yk · ~xk 1 + ~yk

2

)
= 1 + ~xk

2 + ~yk
2 + ~xk

2 ~yk
2 − ( ~xk · ~yk)2 > 0 (4.37)

where the last inequality comes from the Cauchy-Schwarz inequality applied

to vectors ~xk and ~yk, thus guarateeing they are all non-zero. Next we define

and prove that the new set has the before mentioned properties. The new set

of vectors are

ui :=
i∑

j=−1

(G−1
(i) )ijvj = (G−1

(i) )i(−1)v−1 + (G−1
(i) )i0v0 + . . .+ (G−1

(i) )iivi (4.38)

where G−1
(k) is the inverse matrix of the k-th order leading principal matrix

G(v−1, . . . , vk). For example, u(−1) = G−1
(−1)x = −x. Furthermore, for i ≤ j

vi · uj = (G−1
(j))

jkvi · vk = (G−1
(j))

jk(G(j))ik = δji (4.39)
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and finally for i ≤ j

ui · uj = (G−1
(i) )ikvk · uj

= (G−1
(i) )i(−1)δj−1 + (G−1

(i) )i0δj0 + . . .+ (G−1
(i) )iiδji

= (G−1
(i) )iiδji (4.40)

which proves orthogonality11 and even more, this set is linearly independent

which implies is a basis for R(n−1)+2 where u−1 · u−1 = u0 · u0 = −1 and12

ui · ui > 0 for i = 1, . . . , n. We can normalize these last vectors such that

ũi · ũi = 1, and the matrix we need then would be

Rx =
[
x|x⊥|ũ1| · · · |ũn

]
∈ SO(n− 1, 2) (4.41)

that realizes x = Rxe−1. Computing the isotropy group just imitates what

we did for the n-sphere and gives SO(n − 1, 1). This concludes the proof

AdSn = SO(n− 1, 2)/SO(n− 1, 1).

Now we are interested to take this further and consider supergroups. Say

G is a supergroup with Lie superalgebra g = Lie(G) and H some subgroup

with Lie (super)algebra h = Lie(H). Denote the generators of h as TI with

I = 1, . . . , dimh and the rest of them to complete the span of g as TA.

g = Lie(G) −→ {TA, TI} (4.42)

h = Lie(H) −→ {TI} (4.43)

m −→ {TA} (4.44)

With the notation already set, take the left supercoset space G/H,

G/H = {[g] | g ∈ G} (4.45)

and a particular section (lift) around the identity element in G parametrized

by coordinates {ZM} where

g(Z) = eZ
M δAMTA (4.46)

In other words, we have parametrized representatives ZM 7→ [g(Z)] ∈ G/H
11Of course, it remains to show that (G−1

(i) )ii is different from zero. This is shown only

using the expression

δkj = (G(k))ji(G
−1
(k))

ik

12Any orthonormal basis has the same number of vectors with norm −1 and +1

38



Figure 2: Lie group G as a H-bundle

around the element [Id] = H ∈ G/H. Furthermore, as was shown previously,

there is a canonical way of making G act on (G/H), g · [g′] = [gg′]. For the

section that we parametrized we have that

gg(Z) = g(Z ′)h ; h ∈ H (4.47)

since the product gg(Z) belongs to the H-orbit of some other element g(Z ′)

in the section we chose; plus, note that the compensating h ∈ H depends on

h = h(Z, g), and that the change of coordinates Z ′(Z) induced by the action

of G is generally non-linear.

This supercoset construction aims to be used in describing strings mov-

ing in superspaces X = G/H where the canonical left-action of G describes

the symmetry of the theory. As was already shown in a previous section for

WZW models with group G, the fundamental objects to construct the action

functionals are the Maurer-Cartan forms. This is still the case for supercosets

G/H.

Let’s start our discussion on differential forms over G/H by remembering

the standard constructions on G. Define the left-invariant Maurer-Cartan

superform as

A = g−1dg ∈ Λ1(G, g) (4.48)

this is g-valued differential form, so we can separate it using g = h⊕m

A = EATA + EITI (4.49)

where the 1-forms EA and EI are the components of A in our chosen basis

{TA, TI}. Even more, we can compute how this components change under the
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left action of G, using (4.47)

g−1dg(Z ′) = hg−1d(gh−1)

= EA(hTAh
−1) + EI(hTIh

−1) + hdh−1

= EA(Z)Adh(TA) + EI(Z)Adh(TI) + hdh−1 (4.50)

To write more explicit formulae, we make one more assumption in asking for

G/H to be reductive i.e.

[h, h] ⊂ h (4.51)

[h,m] ⊂ m (4.52)

which implies AdH(h) ⊂ h and AdH(m) ⊂ m. Therefore, equating (4.50) and

g−1dg(Z ′) = EA(Z ′)TA + EI(Z ′)TI , we obtain

EA(Z ′) = EB(Z)(Adh)
A
B (4.53)

EI(Z ′) = EJ(Z)(Adh)
I
J + (hdh−1)I (4.54)

and becomes evident that while the EA(Z) transforms as frames in G/H, the

EI(Z) transform as gauge fields (connection) in a H-bundle.

Now, we want to give a description of differential forms on coset spaces.

The description that results useful for our case is to be able to induce forms

on G/H from forms in G. So given w ∈ Λ1(G), we will say that it induces a

1-form in G/H i.e. belongs to Λ1(G/H) if

ker(wg) ⊃ Tg(gH) ∼= h , ∀g ∈ (gH) (4.55)

explicitly, the form that w ∈ Λ1(G) induces in G/H is

w̄(v̄) := w(v) (4.56)

where v̄[g] ∈ T[g](G/H) ∼= m. Remember that to this point13, we could have

chosen some other equivalent complementary space m′ to h in g. Thus, v̄ would

only be defined up to a v = v + u for u ∈ h. The condition (4.55) gets rid of

the ambiguity in choosing a representative of v̄ ∈ (g/h).

The building blocks when constructing actions that describe strings or

branes propagating in (super)coset spaces G/H are differential (super)forms,

particularly G-invariant differential (super)forms. In the standard setting of

13If we had used the Killing form in g, the exists a unique orthogonal subspace to h that

we could have taken i.e. m = h⊥
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these actions, differential forms on G are used, and so we are interested in

knowing when these forms on G rightly induce differential forms on G/H. We

use some results from differential geometry (see e.g. [11]) to accomplish this.

There won’t be presented a full proof but we show the easy direction in the

following ”if-and-only-if” theorem [12]

Theorem 4.1 All adG-invariant tensors are of the form

T = XB1 ⊗ . . . XBp ⊗ EA1 ⊗ . . .⊗ EAqT
B1...Bp
A1...Aq

(4.57)

where T
B1...Bp
A1...Aq

are constants satisfying

fCIA1
T
B1...Bp
C...Aq

+ fCIA2
T
B1...Bp
A1C...Aq

+ . . .+ fCIAqT
B1...Bp
A1...C

−fB1
ICT

C...Bp
A1...Aq

− fB2
ICT

B1C...Bp
A1...Aq

− . . .− fBpICT
B1...C
A1...An

= 0
(4.58)

Notice that the labels Ai, Bj, C are summing over generators of m while the

indices I, J name generators of the subalgebra h. As a simple example, take

a symmetric bilinear form G = GABE
A ⊗ EB, then it will be a G-invariant

tensor if

fCIAGCB + fCIBGAC = 0 for
I = 1, . . . , dimh

A,B = 1, . . . , dim(g/h = m)
(4.59)

Thus, getting all possible G-invariant bilinear structures on G/H would reduce

to solve equation (4.59). There is one expected solution for this equation which

is the restriction of the Killing form to G/H GAB = fMANf
N
BM where M,N

sum over A and I labels; however, for some algebras this restriction Killing

form is degenerate hence non-invertible, as is the case of the super Poincare

algebra. This issue can be bypassed if we find some other G-invariant invertible

tensor. Although there exists methods [13] like the double extension method

to compute the space of G-invariant tensors, they are beyond the scope of this

work. We could be happy that there exists an explicit bilinear form in the

super Poincare algebra which is, of course, the metric in flat superspace.

We will finish this section with a description of κ-transformations as local

right actions [14] of particular form g → gg′. To do this, we first realize that

in the same way we found the associated variation of δqi(σ) corresponding to

a local right multiplication of the field g(q(σ)) → g(q(σ)) exp(ελa(σ)Ta), we

can compute the variation in δZM(σ) corresponding to the local right trans-

formation

g(Z(σ)) −→ g(Z(σ)) exp
(
vA(σ)TA + vI(σ)TI

)
(4.60)
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The difference in this case is that we are dealing with a coset space, and

a particular ”slice” (section of the bundle) has been chosen. Thus, besides

the local right action we have to add a compensating local H-transformation

on each fiber to get an actual coordinate transformation Z → Z ′(Z) on the

parametrized section

g(Z(σ)) exp
(
vA(σ)TA + vI(σ)TI

)
= g(Z ′(Z(σ)) exp

(
φI(v(σ), Z(σ))TI

)
(4.61)

Making implicit the σ-dependence, let’s compute

g(Z ′(Z)) = g(Z)ev
ATA+vITIe−φ

I(v,Z)TI

= g(Z)(1 + vATA + vITI +O(v2))(1− φITI +O(v2))

= g − gφITI + g(vATA + vITI) (4.62)

⇒g−1δg = (−φI + vI)TI + vATA (4.63)

it was used that the function φ(v, Z) is of first order in the vA, vI parame-

ters since φ(0, Z) = 0. And, exploting the relation g−1dg = dZMEA
MTA +

dZMEI
MTI , it can be guessed

g−1δg = δZMEA
MTA + δZMEI

MTI (4.64)

Therefore, equating (4.63) and (4.64) we have the associated transformations

δZM for the local right action

δZMEA
M = vA , δZMEI

M = (vI − φI) (4.65)

With these relations at hand, we can focus on transformations va(Z) = 0

and arbitrary vα(Z) where A = (a, α) represent bosonic and fermionic labels

respectively. This setting corresponds to

δZMEa
M = 0 (4.66)

which is one of the criteria that characterizes κ-transformations δκZ
M on the

worldsheet [15, 16].

4.3 A survey on Lie superalgebras

To get a better understanding of common elements in the context of Lie super-

algebras and supergroups such as supermatrices, supertranspose or superde-

terminant, it is useful to begin with a description of some algebraic superstruc-

tures. This structures do not differ much from their non-super counterparts.
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The ingredient that makes them super is in all cases a Z2-grading and the im-

plementation of a sign rule every time two objects interchange positions under

some product operation.

The simplest example is that of a super vector space V , defined as a usual

K-vector space with a Z2-grading i.e. we can write V = V0̄ ⊕ V1̄ where the

subspaces V0̄ and V1̄ are called even and odd subspaces respectively, and el-

ements belonging to these subspaces are called homogeneous. The case of a

finite-dimensional super vector space is of interest since we can choose a ho-

mogeneous basis {e1, . . . , ep, ep+1, . . . , ep+q}

ei ∈ V0̄ for i = 1, . . . , p and ep+j ∈ V1̄ for j = 1, . . . , q (4.67)

We say that the super vector space is of dimension p|q.
A similar definition is given for a super algebra A. This is defined as a

Z2-graded algebra A = A0̄ ⊕ A1̄ i.e. the operations respect the grading. For

instance, for arbitrary elements a0, b0 ∈ A0̄ and a1, b1 ∈ A1̄ the product holds

(a0 · b0), (a1 · b1) ∈ A0̄, (a0 · b1), (a1 · b0) ∈ A1̄ (4.68)

A typical example of a superalgebra is a Grassmann algebra Λ∗(Cn) with

generators denoted by θ1, . . . , θn and

Λ∗(Cn)0̄ =

bn
2
c⊕

k=0

Λ2k(Cn) = Λ0(Cn)⊕ Λ2(Cn)⊕ . . . (4.69)

Λ∗(Cn)1̄ =

bn
2
c⊕

k=0

Λ2k+1(Cn) = Λ1(Cn)⊕ Λ3(Cn)⊕ . . . (4.70)

Furthermore, this superalgebra has the property of supercommutativity i.e.

for a∧b = (−1)āb̄b∧a.

To finish this parade of algebraic structures, let’s define left and right su-

permodules. These again are defined as Z2-graded modules M = M0̄ ⊕M1̄

over a superalgebra14 A = A0̄ ⊕ A1̄ where for the left-supermodule case

A0̄ ·M0̄ ⊂M0̄, A1̄ ·M1̄ ⊂M0̄

A1̄ ·M0̄ ⊂M1̄, A0̄ ·M1̄ ⊂M1̄ (4.71)

likewise for the right-supermodule case

M0̄ · A0̄ ⊂M0̄, M1̄ · A1̄ ⊂M0̄

M0̄ · A1̄ ⊂M1̄, M1̄ · A0̄ ⊂M1̄ (4.72)

14It is costume to define them over superrings but to keep it simple we stay with super-

algebras since they are particular cases of superrings
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As a main example we can take any C-super vector space V of dimension p|q
and construct the left-supermodule M = (Λ∗(Cn) ⊗C V ) over A = Λ∗(Cn)

where the Z2-grading is given by

M0̄ = (Λ∗(Cn)0̄ ⊗ V0̄)⊕ (Λ∗(Cn)1̄ ⊗ V1̄) (4.73)

M1̄ = (Λ∗(Cn)1̄ ⊗ V0̄)⊕ (Λ∗(Cn)0̄ ⊗ V1̄) (4.74)

We can construct an associated right-supermodule on the same space with

product

v · a := (−1)v̄āa · v , for homogeneous a ∈ Λ∗(Cn), v ∈M (4.75)

Furthermore, because Λ∗(Cn) is supercommutative the left and right multi-

plication are compatible i.e. a · (v · b) = (a · v) · b. Finally, we will simply

call Mp|q = (Λ∗(Cn) ⊗C V ) a p|q-dimensional Λ∗(Cn)-module. If we take a

homogeneous basis e1, . . . , ep, ep+1, . . . , ep+q in V , any element v ∈Mp|q can be

expressed as a linear combination

v = eiv
i = eîv

î + eĵv
ĵ , vi=1,...,p+q ∈ Λ∗(Cn) (4.76)

where î = 1, . . . , p and ĵ = p + 1, . . . p + q. Moreover, the even-odd decompo-

sition of v = v0 + v1 in Mp|q = M
p|q
0̄
⊕Mp|q

1̄
is

v = v0 + v1 (4.77)

= (eîv
î
0 + eĵv

ĵ
1) + (eîv

î
1 + eĵv

ĵ
0) (4.78)

where vi0 ∈ Λ∗(Cn)0̄ and vi1 ∈ Λ∗(Cn)1̄ for every i = 1, . . . , p+ q.

Now we have the tools to proceed with supermatrices and their opera-

tions. So in the same way matrices are representations of linear operators on

vector spaces, supermatrices are representations of linear operators on finite

dimensional supermodules. Then consider the space of homomorphisms

Hom
(
M r|s,Mp|q) =

{
F : M r|s →Mp|q∣∣F (w + v · a) = F (w) + F (v) · a

}
(4.79)

This mappings will be represented with supermatrices. Say we pick homoge-

neous basis in M r|s and Mp|q, fa=1,...,r+s and ei=1,...,p+q respectively. Then,

F (fa) = eiF
i
a (4.80)

where the coefficients F i
a ∈ Λ∗(Cn). This leads to a supermatrix representation

[F i
a] =

(
F î

â F î
b̂

F ĵ
â F ĵ

b̂

)
(4.81)
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likewise, elements v ∈M r|s are represented as column supermatrix

[va] =

(
vâ

vb̂

)
(4.82)

We denote the collection of these (p|q)× (r|s) supermatrices as Mat(p|q, r|s).
Both spaces Hom(M r|s,Mp|q) and Mat(p|q, r|s) have a natural structure

of supermodules over Λ∗(Cn) where the Z2-grading separates parity-preserving

operators (supermatrices) from parity-reversing ones. It is easy to realize that

the homogeneous even and odd supermatrices are respectively of the form(
even odd

odd even

)
and

(
odd even

even odd

)
(4.83)

where ”even” and ”odd” represent the parity of the entries in Λ∗(Cn).

Lie superalgebras are defined following the same philosophy of any super

structure i.e. they are Z2-graded Lie algebras. Explicitly, a Z2-graded vector

space L = L0̄ ⊕ L1̄ typically over K = C or R is a Lie superalgebra if it has a

super-Lie bracket [·, ·] : L× L→ L with the following properties

(L.1) The super-Lie brackets [·, ·] are bilinear

(L.2) The super-Lie brackets preserve the Z2-grading i.e.

[L0̄, L0̄] ⊂ L0̄, [L0̄, L1̄] ⊂ L1̄, [L1̄, L0̄] ⊂ L1̄, [L1̄, L1̄] ⊂ L0̄ (4.84)

(L.3) For a, b ∈ L homogeneous

[b, a] = −(−1)āb̄[a, b] (4.85)

(L.4) Generalized Jacobi identity

(−1)āc̄[a, [b, c]] + (−1)b̄ā[b, [c, a]] + (−1)c̄b̄[c, [a, b]] = 0 (4.86)

The generalized Jacobi identity can also be written as

ada([b, c]) = [ada(b), c] + (−1)āb̄[b, ada(c)] (4.87)

There are four different cases that we have for the generalized Jacobi iden-

tity. The first one is when a, b, c are even elements, and it only states the usual

Jacobi identity. The second option is having two even and one odd element.

This guarantees that g1̄ is the carrier space of a representation of g0̄. The third
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one considers one even element and two odd elements, and states that the Lie

bracket on g1̄ × g1̄ → g0̄ is an ad-invariant symmetric map.

ada({b, c}) = {ada(b), c}+ {b, ada(c)} (4.88)

Finally, the case where all are odd elements is equivalent to

[a, {a, a}] = 0 ∀a ∈ g1̄ (4.89)

Thus, a Lie superalgebra contains the following data

• a Lie algebra g0̄

• a space g1̄ carrying a representation of g0̄

• an ad-invariant symmetric map {, } : g1̄ × g1̄ → g0̄

• [a, {a, a}] = 0 ∀a ∈ g1̄

As an example we can take the supervector space of (p|q)× (p|q) superma-

trices over C, MatC(p|q), and define the super Lie bracket on homogeneous

elements as

[M,N ] := MN − (−1)M̄N̄NM (4.90)

This bracket is extended linearly to non-homogenous matrices in MatC(p|q).
Thus, the fact of (MatC(p|q), [·, ·]) being a Lie superalgebra is readily verified.

Some terminology is in order before we get to our main examples of Lie

superalgebras.

• Graded subalgebra. Given a Lie superalgebra L = L0̄ ⊕ L1̄, the ade-

quate notion of a substructure is that of a compatible Z2-graded subal-

gebra i.e. [L′, L′] ⊂ L′ with L′0̄ ⊂ L0̄ and L′1̄ ⊂ L1̄.

• Graded ideal. Similarly to the theory of Lie algebras, a graded ideal

is the right substructure to be studied to get into classification of Lie

superalgebras. Graded ideals I ⊂ L of a Lie superalgebra (L, [·, ·]) are

defined as graded subalgebras with the property [I, L] ⊂ I.

• Simple Lie superalgebra. A simple Lie superalgebra is a Lie superal-

gebra without proper graded ideals. A Cartan classification of classical15

15By classical we mean that the representation of the even part L0̄ on the odd part L1̄ is

either irreducible or completely reducible.
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finite dimensional complex Lie superalgebras was attained by V. Kac[17].

This classification is given by the families

A(m|n), B(m|n), D(m|n), C(n), P (n), Q(n) (4.91)

and exceptional

F (4), G(3), D(2|1, α) for α ∈ C\{0,±1} (4.92)

• Killing form. The Killing form is a particular ad-invariant bilinear form

in any Lie superalgebra. It uses the adjoint representation of L and is

defined as
〈·, ·〉 : L× L → C

(M,N) 7→ Str(adMadN)
(4.93)

• Automorphism. Any bijective linear mapping ψ : L → L preserving

the Z2-grading (ψ(Lk̄) ⊂ Lk̄) and the super Lie bracket (ψ([a, b]) =

[ψ(a), ψ(b)]) is called an automorphism.

We intend to give an explicit matrix realization of the Lie superalgebra

su(2, 2|4). This realization is given by (4|4) × (4|4) supermatrices. However,

without much effort we can first describe the Lie superalgebra su(m,n|p, q).
This Lie superalgebra is a real form of the bigger one sl(m+ n|p+ q) which is

defined as supermatrices with vanishing supertrace

M =

(
A X

Y B

)
∈ sl(m+ n|p+ q)⇔ Str(M) = Tr(A)− Tr(B) = 0 (4.94)

with the usual Z2 partition sl(m+n|p+q) = sl(m+n|p+q)0̄⊕sl(m+n|p+q)1̄

where

sl(m+ n|p+ q)0̄ :=

{(
A 0

0 B

)∣∣∣∣∣Tr(A) = Tr(B)

}
(4.95)

sl(m+ n|p+ q)1̄ :=

{(
0 X

Y 0

)}
(4.96)

And, to obtain the real subalgebra su(m,n|p, q) ⊂ sl(m+ n|p+ q) we have to

impose the condition

M †

(
Σm,n 0

0 Σp,q

)
+ i|M |

(
Σm,n 0

0 Σp,q

)
M = 0 (4.97)
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where Σm,n and Σp,q are the canonical invariant metrics of signature (m,n)

and (p, q) respectively. Explicitly they are Σa,b = diag(Ia,−Ib). This imposes

the following conditions on the even and odd subspaces

Σm,nA
†Σm,n = −A, Σp,qB

†Σp,q = −B, (4.98)

−iΣm,nY
†Σp,q = −X, − iΣp,qX

†Σm,n = −Y (4.99)

or equivalently, we can define an involution M? and rewrite the defining con-

dition (4.97) as a reality condition M? = −M

M? :=

(
Σm,nA

†Σm,n −iΣm,nY
†Σp,q

−iΣp,qX
†Σm,n Σp,qB

†Σp,q

)
= −

(
A X

Y B

)
(4.100)

Thus the even part of su(m,n|p, q) is generated by(
A 0

0 0

)
∈ u(m,n),

(
0 0

0 B

)
∈ u(p, q) and mixed block diag. (4.101)

subject to the vanishing supertrace condition.

Now we specialize in the Lie superalgebras su(n, n|2n) := su(n, n|2n, 0).

This simplifies some of our expressions since Σ2n,0 = I2n and denoting Σ :=

Σn,n

M? :=

(
ΣA†Σ −iΣY †

−iX†Σ B†

)
= −

(
A X

Y B

)
(4.102)

thus the even part is

su(n, n|2n)0̄ =

{(
A 0

0 B

)∣∣∣∣∣A ∈ u(n, n), B ∈ u(2n),Tr(A) = Tr(B)

}
(4.103)

and can be decomposed as

su(n, n|2n)0̄ = su(n, n)⊕ su(2n)⊕ u(1) (4.104)

where the u(1) subalgebra is generated by the supertraceless supermatrix iI8.

Likewise, the odd part is given simply by

su(n, n|2n)1̄ =

{(
0 X

iX†Σ 0

)∣∣∣∣∣X ∈MatC(2n)

}
(4.105)

Since we are working in su(n, n|2n), there exists a transformation

Ω(M) =

(
JAtJ −JY tJ

JX tJ JBtJ

)
; J =

(
0 −In
In 0

)
(4.106)
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This transformation is a Z4-automorphism of su(n, n|2n). Using the property

of JΣ = −ΣJ and (JAtJ)† = JA∗J it can be proven that Ω(M) ∈ su(n, n|2n).

Furthermore, it respects the Z2-grading of the Lie superalgebra. And, the fact

of being Z4 happens because we can rewrite it in terms of a supertranspose

which is already 4th-order idempotent

Ω(M) =

(
J 0

0 J

)
M st

(
J 0

0 J

)
(4.107)

This automorphism has more value on the complexified

su(n, n|2n)C = sl(2n|2n) (4.108)

since there it admits a decomposition in eigenspaces Ω(M) = ikM for k =

0, 1, 2, 3 (only on C the minimal polynomial p(Ω) = (Ω4 − I) = (Ω − I)(Ω −
iI)(Ω + iI)(Ω + I) can be fully factorized). Thus,

su(n, n|2n)C = g0̄ ⊕ g1̄ ⊕ g2̄ ⊕ g3̄ (4.109)

We can also compute the invariant subspace Ω(M) = M in su(n, n|2n)

(
JAtJ −JY tJ

JX tJ JBtJ

)
=

(
A X

Y B

)
⇒

X = Y = 0,

AtJ + JA = 0

BtJ + JB = 0

(4.110)

which means that the invariant locus [11] of Ω in the real superalgebra is

usp(n, n)⊕ usp(2n)  g0̄ (4.111)

where usp(m,n) := u(m,n)∩ sp(m+n,C) (note that the symplectic condition

(4.110) already forces Tr(A) = Tr(B) = 0). A similar computation of the

invariant subspace can be done in the complexified superalgebra obtaining

g0̄ = sp(2n,C)⊕ sp(2n,C).

The important feature of this Z4-automorphism is that the Lie brackets are

compatible

[gī, gj̄] ⊂ gī+j̄ (4.112)

and even more, the supertrace operation has the property

Str(M (i)N (j)) = 0 if (i+ j) 6= 0 mod 4 (4.113)

where M (i) ∈ gī and N (j) ∈ gj̄.
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From a result in linear algebra16, idempotent linear operators Ωm = I have

projectors given by

Pj =
∏
i 6=j

Ω− λiI
λj − λi

(4.114)

where the λi’s are the eigenvalues of Ω. Thus, in our case Ω4 = I (λ0 = 1, λ1 =

i, λ2 = −1, λ3 = −i), the four projectors are

P0 =
1

4
(Ω3 + Ω2 + Ω + I) (4.115)

P1 =
1

4
(iΩ3 − Ω2 − iΩ + I) (4.116)

P2 =
1

4
(−Ω3 + Ω2 − Ω + I) (4.117)

P3 =
1

4
(−iΩ3 − Ω2 + iΩ + I) (4.118)

Now we can compute explicitly the decomposition of elements of sl(2n|2n)

M =

(
A X

Y B

)
= M (0) +M (1) +M (2) +M (3) (4.119)

where each M (k) is given by

M (0) =
1

2

(
A+ JAtJ 0

0 B + JBtJ

)
(4.120)

M (1) =
1

2

(
0 X + iJY tJ

Y − iJX tJ 0

)
(4.121)

M (2) =
1

2

(
A− JAtJ 0

0 B − JBtJ

)
(4.122)

M (3) =
1

2

(
0 X − iJY tJ

Y + iJX tJ 0

)
(4.123)

4.4 Superstring in flat spacetime (again)

It was shown first by Henneaux and Mezincescu [18] that the type II superstring

can be written as a WZW-like action using the coset space. One of the terms is

invariant under the N = 2 susy only up to a total derivative which is actually

a WZ term associated with a non-linear realization of supersymmetry in two

spacetime dimensions.

16Spectral theorem for finite dimensional complex vector spaces.
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We can see the fields Xµ(z, z̄) and θIα(z, z̄) as a mapping from the world-

sheet to the supergroup SUSY (N = 2)

G

H
=

(N = 2)SUSY

SO(9, 1)
(4.124)

It is not hard to give a parametrization of the coset space which describes a

section in the total space SUSY (N = 2) i.e. a map that picks a representative

on each coset17

g = eZ
ATA = eX

µPµ+θIαQIα (4.125)

With this parametrization and considering the relatively simple relations for

the Lie superalgebra susy(N = 2)

[Mµν ,Mρσ] = ηµ[ρMσ]ν − ην[ρMσ]µ (4.126)

[Pµ, Pν ] = 0 (4.127)

{QIα, QJβ} = −2iδIJ(CΓµ)αβPµ (4.128)

[Pµ, QIα] = 0 (4.129)

we can solve the form of the left-invariant current by use of the formula for

the derivative of an exponential matrix

e−ZdeZ =

[
∞∑
k=0

(−1)k

(k + 1)!
(adZ)k

]
(dZ) = dZ +

1

2!
adZ(dZ) + . . . (4.130)

thus, by first computing

[XµPµ + θIαQIα, dX
νPν + dθJβQJβ] = θIαdθJβ{QIα, QJβ}

= θIαdθJβ(−2i)δIJ(CΓµ)αβPµ

= −2iδIJ(θICΓµdθJ)Pµ (4.131)

and noting that the result is a central element i.e. commutes with the rest of

generators, the series finishes at the second term

e−ZdeZ = (dXµPµ + dθIαQIα) +
1

2!
(−2i)(θICΓµdθI)Pµ

= (dXµ − iθICΓµdθI)Pµ + dθIαQIα (4.132)

17Usually we expect that the local coordinates carry ”curved indices”, so we should have

g(Z) = exp(ZMδAMTA)
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It was found that the right constants with the property of adH-invariance,

for this case Lorentz invariance, that could be contracted with the frames

Eµ∧EIα∧EJβ to form a WZ-term was that of sIJ(CΓµ)αβ with sIJ a traceless

symmetric matrix. This three-form is closed and so it can be integrated using

Stokes’ theorem, giving the usual WZ-term of flat superstring

εijsIJ(θ̄IΓµ∂jθ
J)(∂iX

µ − 1

2
iθ̄KΓµ∂iθ

K) (4.133)

4.5 Type IIB Green-Schwarz superstring in AdS5 × S5

The description of a superstring moving on super-AdS5 × S5 can be formulated

using a WZW-like action with target space the coset

G

H
=

PSU(2, 2|4)

SO(4, 1)× SO(5)
(4.134)

where the bosonic part of this superspace is

AdS5 =
SO(4, 2)

SO(4, 1)
, S5 =

SO(6)

SO(5)
(4.135)

and the groups in the numerator denote the isometry group of each space.

It is important to have in mind some subtleties concerning the groups used

to construct the supercoset spaces. It is because we want to work with fermions

that we use the description

AdS5
∼=
Spin(4, 2)

Spin(4, 1)
, S5 ∼=

Spin(6)

Spin(5)
(4.136)

and using the following accidental isomorphisms that occur for low dimensional

spin groups

Spin(6) = SU(4) , Spin(4, 2) = SU(2, 2) (4.137)

Spin(4, 1) = USp(2, 2) , Spin(4) = USp(4) (4.138)

we end up working with

super-AdS5 × S5 ∼=
SU(2, 2)

USp(2, 2)
× SU(4)

USp(4)
× C0|16 (4.139)

∼=
PSU(2, 2|4)

USp(2, 2)× USp(4)
(4.140)

Furthermore, if we had needed to work with the boundary of of the AdS part,

it would have useful to use the universal covering group of SO(4, 2). Despite

these different possibilities, all of them have the same Lie algebra.
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Let’s use these accidental isomorphisms to give an explicit description of

the generators and commutations relations in su(2, 2|4)C. This is done by using

a consistent index structure of the supermatrices, as follows(
(A)RS (X)RJ
(Y )IS (B)IJ

)
where

R, S = 1, 2, 3, 4 for su(2, 2) matrices

I, J = 1, 2, 3, 4 for su(4) matrices
(4.141)

Now, we define the basis, for bosonic generators

A ∈ su(2, 2) −→ Tµ =

(
(τµ) 0

0 0

)
, µ = 1, . . . , 15 (4.142)

B ∈ su(4) −→ Tµ̄ =

(
0 0

0 (τµ̄)

)
, µ̄ = 1, . . . , 15 (4.143)

and the fermionic ones

qRI =

(
0 0

−(ER
I) 0

)
, q̄IR =

(
0 (EI

R)

0 0

)
(4.144)

where (ER
I)
J
S = δRSδ

J
I and (EI

R)SJ = δIJδ
S
R.

These generators produce simple commutation relations. On the bosonic

side, they are those of su(2, 2)⊕ su(4)

[Tµ, Tν ] = fρµνTρ (4.145)

[Tµ̄, Tν̄ ] = f ρ̄µ̄ν̄Tρ̄ (4.146)

[Tµ, Tµ̄] = 0 (4.147)

the mixed commutation relations are

.[Tµ, q
R
I ] = −(τµ)RSq

S
I , [Tµ̄, q

R
I ] = (τµ̄)JIq

R
J ,

[Tµ, q̄
I
R] = (τµ)SRq̄

I
S , [Tµ̄, q̄

I
R] = −(τµ̄)IJ q̄

J
R

(4.148)

as well for the fermionic generators

{qRI , q̄JS} = δJI(τ
µ)RSTµ − δRS(τ µ̄)JITµ̄ +

i

4
δRSδ

J
I(iI8×8) (4.149)

{qRI , qSJ} = {q̄IR, q̄JS} = 0 (4.150)

Even though we have gotten a simple commutation relations in terms of

a basis that uses the su(2, 2) su(6) Lie algebras, they are not well-suited to

give a coordinate description of the AdS superspace. Thus, we use the before

mentioned isomorphisms at the Lie algebra level

su(2, 2) ∼= so(4, 2) ∼= spin(4, 2)

su(4) ∼= so(6) ∼= spin(6)
(4.151)
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to reexpress the 4× 4 matrices (τµ) and (τµ̄) as Lorentz generators of so(4, 2)

and so(6)

τµ=1,...,15 −→ Tab, Ta , a, b = 0, 1, 2, 3, 4

τµ̄=1,...,15 −→ Ta′b′ , Ta′ , a′, b′ = 5, 6, 7, 8, 9
(4.152)

likewise, it proves useful to reorder the fermionic generators accordingly [19]

q̄IR =: Tα + iTα̂

qRI =: Tα − iTα̂
where α, α̂ = 1, . . . , 16 (4.153)

This redefinition was done with the aid of the projections into the eigenspaces

of the Z4-automorphism, such that

g0̄ −→ Tab, Ta′b′ 20 generators

g2̄ −→ Ta, Ta′ 10 generators

g1̄ −→ Tα 16 generators

g3̄ −→ Tα̂ 16 generators

(4.154)

Finally we are in position to describe a string moving in super-AdS5 × S5.

The setting imitates a WZW model in the sense that it is a non-linear sigma

model with domain Σ a compact Riemann surface and target space the

PSU(2, 2|4)/USp(2, 2)× USp(4)

supercoset. This sets the dynamical fields of the theory as maps

g : Σ→ PSU(2, 2|4)

USp(2, 2)× USp(4)
(4.155)

So we can identify some objects in accordance with the subsection on coset

constructions

h = g0̄ = usp(2, 2)⊕ usp(4) ∼= so(4, 1)⊕ so(5)

m = g2̄ ⊕ g1̄ ⊕ g3̄ = span{Ta, Ta′ , Tα, Tα̂}
(4.156)

and keep the notation on the indices

A = (a, a′, α, α̂) for flat indices

M = (m,µ, µ̂) for curved indices
(4.157)

One convenient section(lift) on the supercoset space we could take is

g(ZM) = exp(ZMδAMTA) = exp(XaTa +Xa′Ta′ + θαTα + θα̂Tα̂) (4.158)
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The construction of the action uses extensively the Maurer-Cartan form

and its Z4-decomposition

J = g−1dg = EITI + EATA = J (0) + (J (1) + J (2) + J (3)) (4.159)

together with their identities

dJ + J∧J = 0 (4.160)

One approach for this construction is to take the gauge theory point of view

where we gauge the subgroup H = USp(2, 2) × USp(4) ∼ SO(4, 1) × SO(5)

in G = PSU(2, 2|4)

g(z, z̄) −→ g(z, z̄)h(z, z̄) (4.161)

so to have an action that would explicitly depend on the coset [g(z, z̄)] ∈ G/H.

We choose instead to rely on the theorem that describes all G = PSU(2, 2|4)-

tensors on G/H including symmetric two-tensors and 3-forms (i.e. kinetic term

and WZ-term).

The second part of the action is what corresponds to a Wess-Zumino term

in a WZW model. As was stated in a previous section, the 3-form should

be Ω3 = EA∧EB∧ECTABC with TABC constants satisfying the adH-invariant

condition. An equivalent way of getting to this term is by using the properties

of the Z4-grading in terms of the supertrace and the Lie superbracket. Thus,

only terms with zero total Z4-grading and without J (0) terms are non-zero, this

leaves only the options J (1)∧J (1)∧J (2) and J (3)∧J (3)∧J (2). And, while naively

we could have expected the WZ-term to be

Str[(J (1) + J (2) + J (3))∧(J (1) + J (2) + J (3))∧(J (1) + J (2) + J (3))] (4.162)

this is not even a closed form, however

Ω3 = Str[J (1)∧J (1)∧J (2) − J (3)∧J (3)∧J (2)] (4.163)

meets this condition, Ω3 = dΩ2, with

Ω2 = StrJ (1)∧J (3) (4.164)

and correctly describes the WZ-term found by Metsaev and Tseytlin [20].
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Finally, the Green-Schwarz action for the superstring in AdS5 × S5 is

SGS =

∫
Str(
√
ggijJ

(2)
i J

(2)
j + cεijJ

(1)
i J

(3)
j )

=

∫
√
ggij

(
Ea
i E

b
jStr(TaTb) + Ea′

i E
b′

j Str(Ta′Tb′)
)

+ icεijEα
i E

α̂
j Str(TαTα̂)

=

∫
√
ggij

(
Ea
i E

b
jηab + Ea′

i E
b′

j δa′b′
)

+ icεijEα
i E

α̂
j δαα̂ (4.165)

where the constant c will be determined by κ-symmetry of the action.
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5 Conclusions

This dissertation has been primarily devoted to study with some degree of

detail the most relevant examples of non-linear sigma models in String Theory.

For instance, we have gone through bosonic strings propagating in background

fields, the Wess-Zumino-Witten model and superstrings in flat and AdS5 × S5

superspace.

We were interested mostly in the classical aspects of these models e.g.

the construction of their actions and the symmetries they posses. Also, special

attention was given to the case of bosonic strings, and the necessary conditions

to have local holomorphic symmetries in presence of an arbitrary metric Gµν

and two-form Bµν were found.

The case of the WZW model took a whole separate chapter because of the

technicalities in the construction of its action. Namely, the construction on

any compact Riemann surface and the topological quantization of its level.

Furthermore, we verified that the local action meets the previously mentioned

conditions for holomorphic symmetry as was expected.

We studied most of the mathematical tools required to describe super-

strings i.e. Lie superalgebras and supercoset spaces. Although we only fully

apply this for the AdS5 × S5 case, other models for superstrings propagating

in supercosets follow the same logic in the construction of the action and de-

scription of symmetries. Moreover, it was shown how κ-symmetry could be

understood as a right action on these left-coset models.

The models of superstrings in flat and AdS5 × S5 backgrounds were studied

as coset spaces with the intention of making explicit their symmetries. More-

over, it was emphasized the conditions to have invariant tensors and forms

when constructing their WZW-like actions, as well as the relevance of the

Z4-automorphism of the psl(4|4) Lie superalgebra.

Finally, it would not take much effort to continue this work in the fol-

lowing directions: p-branes in supercosets spaces, a more detailed account of

κ-symmetry as a right action, Pure Spinor description of strings in AdS5 × S5

and some quantum aspects of the CFT’s associated to WZW models.
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A Clifford Algebras and Spinor Representa-

tions

Clifford algebras C`(V, q) are defined abstractly as the quotient space of the

tensor algebra of V over the two-sided ideal

Iq(V ) =

{∑
i

Ai ⊗ (v ⊗ v − q(v)1)⊗Bi

∣∣∣ ∀v ∈ V, ∀Ai, Bi ∈ T (V )

}
(A.1)

However to simplify things, we will define a Clifford algebra C`(t, s) as the

algebra of matrices generated by {Γm}m=1,...,d that satisfy the property

{Γm,Γn} = 2ηmn1 (A.2)

It is also known that these matrices can be used to construct a double cover

of the Lorentz group SO(t, s). We call this group Spin(t, s) that is precisely

the one that acts on spinors. Thus we define the Lorentz generators or more

precisely the Spin(t, s)-generators

Γmn :=
1

4
[Γm,Γn] (A.3)

that can be proven to satisfy

[Γmn,Γab] = ηnaΓmb − ηmaΓnb + ηnbΓam − ηmbΓan (A.4)

i.e. they satisfy the Lorentz algebra. Therefore, by studying representations

of the Clifford algebra we will be able to study spinor representations of the

Lorentz group SO(t, s).

In the following subsections we study some properties of spinor represen-

tations and refer to [21] for more details.

A.1 Dirac representation

Definition 1 A Dirac representation for a Clifford algebra C`(t, s) is given by

a realization of {Γm}m=1,...,d as operators in a (complex) vector space satisfying

{Γm,Γn} = 2ηmnI (A.5)

Plus, a hermitian inner product with the following property of invariance is

also required

〈Γmψ1, ψ2〉 = ±〈ψ1,Γmψ2〉 (A.6)
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In matrix language this means that we have (complex) matrices satisfying

{Γm,Γn} = 2ηmn1 (A.7)

(Γm)†A = ±AΓm (A.8)

where A is the hermitian matrix corresponding to 〈·, ·〉.

Elements of the representation space are commonly known as Dirac spinors

and the inner product is used to define the Dirac conjugate

ψ̄β = (ψα)∗Aαβ equivalently ψ̄ = ψ†A (A.9)

To show that there is always a Dirac representation in an arbitrary di-

mension and signature goes as follows. We start with the usual construc-

tion of gamma matrices for the complexified Clifford algebra i.e. C`(s, t)C ∼=
C`(s+t,C) and define a set of creation and annihilation operators. For d = s+t

in case even or odd define the integer k as d = 2k or d = 2k + 1, then

b±i =
1√
2

(γi ± iγi+k) ; i = 1, . . . , k (A.10)

and it easy to verify that they satisfy the expected anticommutation relations

{b+
i , b

−
j } = δij {b±i , b±j } = 0 (A.11)

With this algebra of operators we can construct the usual state space (Fock

space) of linear combinations of basis vectors

| ± ± . . .±〉 −→ 2k states (A.12)

together with the natural hermitian inner product that make them orthonor-

mal and hermiticity properties

(b+
i )† = b−i (b−i )† = b+

i (A.13)

Because of the way we construct the state space, all corresponding matrices to

b±i are real which implies that all gamma matrices are hermitian

γi =
1√
2

(b+
i + b−i )

γi+k =
1

i
√

2
(b+
i − b−i )

γ2k+1 = αγ1 . . . γ2k (d odd case)

=⇒ (γm)† = γm (A.14)
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Finally, we can multiply by the complex number i any gamma matrix to change

its hermiticity properties and squared value. Thus we end up with

{Γm,Γn} = 2ηmn1 and
(Γm)† = −Γm , m = 1, . . . , t

(Γm)† = Γm , m = t+ 1, . . . , t+ s
(A.15)

and for the hermitian inner product 〈·, ·〉 it is common to choose

A = βΓ1 . . .Γt (A.16)

where β is fixed by asking hermiticity of A. It is important to clarify that

these matrices are not unique since we can make a transformation

Γm −→ UΓmU
−1 (U unitary matrix) (A.17)

and they will have the same exact properties.

A.2 Chirality and reality conditions

Using the gamma matrices we can define the so-called chirality operator

Γ = αΓ1 . . .Γ2k (A.18)

We can see that in d odd case, the chirality operator coincides with Γ2k+1.

This operator has the following properties

Γ2 = 1 (A.19)

{Γ,Γm} = 0 m = 1, . . . , 2k (A.20)

Then Γ is a projector with eigenvalues ±1 which allows us to define Weyl and

anti-Weyl spinors as

Γψ = +ψ (Weyl)

Γψ = −ψ (anti-Weyl)
(A.21)

Despite the fact that Γ always exists, the Weyl and anti-Weyl eigenspaces are

only Spin(t, s)-invariant for even dimensions. That is, under any Lorentz

transformation a Weyl (anti-Weyl) spinor will remain a Weyl (anti-Weyl)

spinor

[Γ,Γmn] = 0 (Spin(t, s)− invariance) (A.22)

For d odd however, take the Lorentz generator Γm(2k+1), and we will have

ΓΓm(2k+1) = −Γm(2k+1)Γ. Therefore, the Dirac representation of C`(t, s) can

only be reduced with the projector Γ for d = t+ s even dimensional case.
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Definition 2 A real (quaternionic resp.) structure on a complex vector field

is a conjugate-linear mapping J (cψ) = c∗J (ψ) that satisfies the condition

J 2 = 1 (J 2 = −1 resp.). Furthermore, we say that it is Spin(t, s)-invariant

if it commutes with any Lorentz transformation J (Λψ) = Λ(Jψ).

A result we won’t prove here is the fact that the existence of a real (quater-

nionic resp.) structure is directly related to the existence of a symmetric

(antisymmetric resp.) complex-bilinear form

C(ψ1, ψ2) = ±C(ψ2, ψ1)

C(Γmψ1, ψ2) = (#) C(ψ1,Γmψ2)
⇔

J 2 = ±1

Spin(t, s)-invariance
(A.23)

in matrix form these conditions are

Ctr = ±C
(Γm)trC = (#) CΓm

(A.24)

Independently of the chosen sign (#) we will have Spin(t, s)-invariance.

The fact that there is only one inequivalent irreducible representation of

the Clifford algebra implies that the algebras generated by ±(Γm)∗ are both

related to our original construction which means

± (Γm)∗ = B±ΓmB
−1
± (A.25)

that means that using (A.8) and the previous equation we can construct a

couple of matrices C± in terms of B± and A.

In QFT textbooks is common to define the charge conjugation ψc and

express the Majorana condition as

ψc = ψ̄ equivalently ψtrC = ψ†A (A.26)

A.3 Conventions for SO(1, 9) spinors

In the ten dimensional case with signature 1 + 9 we can impose both chiral

and Majorana conditions. Then there exist real gamma matrices that can all

be put in off-diagonal form. Here we give such representation

Γm =

(
0 (γm)αβ

(γm)αβ 0

)
;

m = 0, 1, . . . , 9

α, β = 1, . . . , 16
(A.27)
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where the (γm)αβ, (γm)αβ matrices are constructed in terms of real SO(8)

gamma matrices. With these conventions, the chirality operator becomes

Γ = Γ0Γ1 . . .Γ9 =

(
I16 0

0 −I16

)
(A.28)

while the charge conjugation matrix

C =

(
0 cα

β

cαβ 0

)
=

(
0 I16

−I16 0

)
(A.29)

Finally, we know that supersymmetry charges organize themselves in mul-

tiplets of spinor representations. It follows some conventions

• N = 1 d = (10 + 1) Qα=1,...,32 Majorana

• N = (2, 0) d = (9 + 1) Qi=1,2
α=1,...,16 Majorana-Weyl same chirality

• N = (1, 1) d = (9 + 1) Qα=1,...,16 Qα=1,...,16 Majorana-Weyl opposite

chirality

• N = 8 d = (3 + 1) Qi=1,...,8
α=1,2 Q̄j=1,...,8

β̇=1,2
Weyl and anti-Weyl

B On Differential (Super)Forms

Let F be a k-form and Fµ1...µk its coefficients i.e.

F =
∑

µ1<...<µk

Fµ1...µkdx
µ1∧ . . .∧dxµk (B.1)

We would like to make a connection with its form

F =
1

k!
Fµ1...µkdx

µ1∧ . . .∧dxµk (B.2)

It is important to clarify even further what the coefficients of a form are.

Suppose we define some k-form using an arbitrary collection of numbers Cµ1...µk
only defined for µ1 < . . . < µk

F :=
∑

µ1<...<µk

Cµ1...µkdx
µ1∧ . . .∧dxµk (B.3)
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then we can reexpress this sum as

F =
1

k!

(
k!

∑
µ1<...<µk

Cµ1...µkdx
µ1∧ . . .∧dxµk

)

=
1

k!

∑
σ∈Sk

∑
µσ1<...<µσk

Cµσ1 ...µσkdx
µσ1∧ . . .∧dxµσk


=

1

k!

∑
σ∈Sk

∑
µσ1<...<µσk

(−1)σCµσ1 ...µσkdx
µ1∧ . . .∧dxµk

 (B.4)

then, if we define Fµ1...µk := (−1)σCµσ1 ...µσk for µσ1 < . . . < µσk

F =
1

k!

∑
σ∈Sk

∑
µσ1<...<µσk

Fµ1...µkdx
µ1∧ . . .∧dxµk


=

1

k!
Fµ1...µkdx

µ1∧ . . .∧dxµk (B.5)

We can reason in the opposite direction. Let’s say we have the expression

F = Cµ1...µkdx
µ1∧ . . .∧dxµk

=
∑
σ∈Sk

 ∑
µσ1<...<µσk

Cµ1...µkdx
µ1∧ . . .∧dxµk


=
∑
σ∈Sk

( ∑
µ1<...<µk

Cµ
σ−1
1
...µ

σ−1
k

dx
µ
σ−1
1 ∧ . . .∧dx

µ
σ−1
k

)

=
∑
σ∈Sk

( ∑
µ1<...<µk

(−1)σ
−1

Cµ
σ−1
1
...µ

σ−1
k

dxµ1∧ . . .∧dxµk
)

=
∑

µ1<...<µk

[∑
σ∈Sk

(−1)σ
−1

Cµ
σ−1
1
...µ

σ−1
k

]
dxµ1∧ . . .∧dxµk

=
∑

µ1<...<µk

k!(AC)µ1...µkdx
µ1∧ . . .∧dxµk (B.6)
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Be F a k-form, then it’s easy to show that

(dF )µ0µ1...µk =
1

k!

 ∑
σ∈Sk+1

(−1)σ∂µσ0Fµσ1 ...µσk


=

1

k!

 ∑
σ∈S(1)

k+1

(−1)σ∂µσ0Fµσ1 ...µσk + . . .+

+
∑

σ∈S(k+1)
k+1

(−1)σ∂µσkFµσ0 ...µσk−1


=

1

k!

 ∑
σ∈S(1)

k+1

(−1)σ∂µ0Fµσ1 ...µσk + . . .+

+
∑

σ∈S(k+1)
k+1

(−1)σ∂µkFµσ0 ...µσk−1


=

1

k!

(
k!∂µ0Fµ1...µk + . . .+ k!∂µkFµ0...µk−1

)
= ∂µ0Fµ1...µk + . . .+ ∂µkFµ0...µk−1

(B.7)

Now we introduce the conventions for dealing with superforms. Usually

coordinates in superspace ZM are divided into even and odd ones with their

grading denoted by |M |, such that

ZMZN = (−1)|M ||N |ZNZM (B.8)

and also, exterior products of these coordinates have the properties

dZM∧dZN = −(−1)|M ||N |dZN∧dZM (B.9)

Since we are interested in working with even superforms, p-forms like

W = dZM1∧ . . .∧dZMpWMp...M1 (B.10)

should hold the condition |M1|+. . .+|Mp|+|WMp...M1| = 0̄. This conditions has

the advantage of reproducing the usual commutativity relations of the exterior

product, depending only on the form grading and not on the Z2-grading (super)

Wp∧Wq = (−1)pqWq∧Wp (B.11)

Also, the exterior derivative is defined to act as

dW = dZM1∧ . . .∧dZMp∧dZN∂NWMp...M1 (B.12)

notice how the exterior derivative doesn’t change the Z2-grading.
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C Extras

C.1 Derivation of (2.80)

Now, we present a derivation of equation (2.80). Given the action S[φ], we can

add terms corresponding to total derivatives without modifying the functional

nor the EOM

S[φ] = S[φ] +

∫
∂a (fa(φ, ∂φ)) = S[φ] +

∫ [
∂fa

∂φ
∂aφ+

∂fa

∂∂bφ
∂a∂bφ

]
(C.1)

Then, to compute the variation of the action with the added term, we only

need to compute the variation of this extra integral. Instead of going

δ

[∫
∂a(f

a)

]
=

∫
δ

[
∂fa

∂φ
∂aφ+

∂fa

∂∂bφ
∂a∂bφ

]
=

∫ [
δ

(
∂fa

∂φ

)
∂aφ+

∂fa

∂φ
δ(∂aφ)

+δ

(
∂fa

∂(∂bφ)

)
∂b∂aφ+

∂fa

∂(∂bφ)
δ(∂b∂aφ)

]
=

∫ [
∂2fa

∂φj∂φ
(δφj)∂aφ+

∂2fa

∂(∂bφj)∂φ
∂b(δφ

j)∂aφ+
∂fa

∂φ
∂a(δφ)

+
∂2fa

∂φj∂(∂bφ)
(δφj)∂b∂aφ+

∂2fa

∂(∂cφj)∂∂bφ
(∂cδφ

j)∂b∂aφ+

+
∂fa

∂∂bφ
∂b∂a(δφ)

]
=

∫ [
∂a

(
∂fa

∂φ
δφ

)
+ ∂a

(
∂fa

∂(∂bφ)
∂b(δφ)

)]
=

∫
∂a(δf

a(φ, ∂φ)) (C.2)

C.2 Conventions for the worldsheet

It is clear that the integral in the action is not dependent on the charts of

the manifolds that we use to parametrize them. However, it is useful to have

at hand some conventions for the most frequent parametrizations. Now as a

matter of setting some of these notation and conventions, we will describe the

change of tensors when we go from any arbitrary charts of coordinates σa to

light-cone or holomorphic ones.

If we had consider (Σ, h) as a two-dimensional pseudo-Riemannian manifold

of signature (−,+), we can express the metric tensor hab as locally a flat
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Minkowski space i.e. hab = ηab in some chart with coordinates (σ0, σ1). Here

we can define new coordinates by the transformation

σ+ = σ0 + σ1

σ− = σ0 − σ1
equivalently

σ0 = 1
2
(σ+ + σ−)

σ1 = 1
2
(σ+ − σ−)

(C.3)

called light-cone coordinates. For example, the metric tensor hab = ηab takes

the form

[η̃ab] = −1

2

(
0 1

1 0

)
[η̃ab] = −2

(
0 1

1 0

)
(C.4)

also for the Levi-Civita symbol εab (ε01 = 1)

[ε̃ab] = 2

(
0 −1

1 0

)
(C.5)

where the lower-index Levi-Civita symbol was defined as εab := ηaαηbβε
αβ.

In the same fashion, for (Σ, γ) a two-dimensional Riemannian manifold

(i.e. signature (+,+)), we can express the metric as locally flat hab = δab with

coordinates (σ1, σ2); plus, we define holomorphic coordinates

z = σ1 + iσ2

z̄ = σ1 − iσ2
equivalently

σ1 = 1
2
(z + z̄)

σ2 = 1
2i

(z − z̄)
(C.6)

where the metric tensor hab = δab and the Levi-Civita symbol εab (ε12 = 1)

become

[δ̃ab] =
1

2

(
0 1

1 0

)
, [ε̃ab] =

(
0 −2i

2i 0

)
(C.7)

We can think of both coordinates as related by a Wick rotation σ2 = iσ0

which identifies left-moving function with holomorphic ones and right-moving

functions with anti-holomorphic ones18

F (σ−) = F (σ0 − σ1) ∼ F (−z) (C.8)

F (σ+) = F (σ0 + σ1) ∼ F (z̄) (C.9)

As a side note, there are some identities to remember when dealing with

variations of tensors. The first one says that the determinant of a 2×2 matrix

is

h := det[h] =
1

2
εαβεabhaαhbβ (C.10)

18What defines left-moving or right-moving functions is the relative sign of σ0 and σ1.
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which help us in deducing

δh = hhabδhab δhab = −hachbdδhcd habδhab = −hcdδhcd (C.11)

independently of the signature19. Furthermore, we have the following numeric

identities that can be used according the situation i.e. Minkowski or Euclidean

space

εαβεab = δαaδβb − δαbδβa (C.12)

εαβεab = ηαbηβa − ηαaηβb (C.13)

19Remember that in any case, εab is defined such that εabεbc = δac.
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